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Abstract. The C∗-subalgebra B of B(L2(T)) generated by all multiplication
operators by slowly oscillating and piecewise continuous functions, by the
Cauchy singular integral operator and by the range of a unitary representa-
tion of an amenable group of diffeomorphisms g : T→ T with any nonempty
set of common fixed points is studied. A symbol calculus for the C∗-algebra
B and a Fredholm criterion for its elements are obtained. For the C∗-algebra
A composed by all functional operators in B, an invertibility criterion for its
elements is also established. Both the C∗-algebras B and A are investigated
by using a generalization of the local-trajectory method for C∗-algebras as-
sociated with C∗-dynamical systems which is based on the notion of spectral
measure.
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1. Introduction

The aim of this paper is to construct a symbol calculus and a Fredholm criterion
for the nonlocal C∗-algebra B := alg (A, UG) generated by a C∗-algebra A, for
which we know a symbol calculus, and by a group UG := {Ug : g ∈ G} of unitary
operators Ug associated to an amenable (see [14]) discrete group G.
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Let B(L2(T)) be the C∗-algebra of all bounded linear operators acting on the
Lebesgue space L2(T) where T is the unit circle in C with the length measure and
the usual anticlockwise orientation. Consider the C∗-algebra

A := alg (PSO(T), ST) ⊂ B(L2(T)) (1.1)

generated by all multiplications operators by piecewise slowly oscillating func-
tions, PSO(T) (see definition in Section 2.1), and by the Cauchy singular integral
operator ST defined on L2(T) by

(STϕ)(t) := lim
ε→0

1
πi

∫

T\T(t,ε)

ϕ(τ)
τ − t

dτ, t ∈ T, T(t, ε) = {τ ∈ T : |τ − t| < ε}.

Let G be an amenable discrete group of orientation-preserving diffeomor-
phisms of T onto itself, with the group operation given by (gh)(t) = h(g(t)) for
g, h ∈ G, t ∈ T. We will denote by e the identity map on T. To each g ∈ G we
assign the unitary shift operator Ug defined on the space L2(T) by

(Ugϕ)(t) := |g′(t)|1/2ϕ(g(t)), for t ∈ T. (1.2)

The present paper continues investigations in [5]. In contrast to [5], where the
C∗-algebra B = alg (A, UG) was investigated under the condition that all shifts
g ∈ G \ {e} have the same finite set of fixed points, we now suppose only that the
shifts g ∈ G \ {e} have the same nonempty set Λ of fixed points. In particular, Λ
can have limit points, be a Cantor set of measure mes Λ ≥ 0, have a nonempty
interior (see [18], [21]). This brings new difficulties in studying functional and
singular integral operators with shifts. Obviously, we have the partitions

T = Tarc ∪ Λ◦ ∪ ∂Λ, ∂Λ = IsΛ ∪ (Λ′ \ Λ◦) (1.3)

where Tarc := T \ Λ, Λ◦ := IntΛ is the interior of Λ, ∂Λ is the boundary of Λ,
Is Λ is the (at most countable) set of all isolated points of Λ and Λ′ is the set of all
limit points of Λ. The sets Tarc and Λ◦ are at most countable unions of open arcs.
If Λ◦ is nonempty, then the action of the group of shifts G on T is not topologically
free, in contrast to [5]. According to [1], the group G acts topologically freely on
the contour T if for each finite set F ⊂ G and each open arc γ ⊂ T there exists a
point t ∈ γ such that the points g(t) for g ∈ F are pairwise distinct.

To study the C∗-algebra B = alg (A, UG), we apply the local-trajectory
method and its generalization based on the notion of spectral measure and deve-
loped for the case when the action of an amenable discrete group G on the maximal
ideal space of a central C∗-algebra Z ⊂ A is not topologically free (see [15], [17],
[5]). This C∗-algebra approach, in contrast to the methods of [1]–[2], is related to
the Allan-Douglas local principle (see, e.g., [10]) and is essentially different of those
applied for studying singular integral operators with shifts and discontinuous coef-
ficients on Banach spaces (see [19]–[21] and the references therein). C∗-algebras of
singular integral operators with discontinuous coefficients and amenable discrete
groups of shifts acting freely was studied in [16], [7]. The presence of fixed points
of shifts qualitatively changes symbol calculi for such C∗-algebras (see [16], [21],
[3, Section 53], [4], [5]).
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Studying singular integral operators with shifts was initiated and always sup-
ported by G.S. Litvinchuk (see [22], [21]).

To study the C∗-algebra B, we also need to investigate the invertibility in
the C∗-algebra of functional operators

A := alg (PSO(T), UG) ⊂ B(L2(T)) (1.4)

generated by all multiplication operators aI with a ∈ PSO(T) and by all shift
operators Ug (g ∈ G) given by (1.2). Since the action of the group G on T in general
is not topologically free, studying the C∗-algebra A is more difficult than in [5]. To
investigate the C∗-algebra A and the quotient C∗-algebra Bπ := B/K, where K :=
K(L2(T)) is the ideal of all compact operators in B(L2(T)), we decompose these
C∗-algebras in orthogonal sums of operator C∗-algebras obtained with the help
of spectral projections related to G-invariant subsets of the maximal ideal space
of appropriate commutative C∗-subalgebras of A and Bπ, respectively. Studying
the invertibility in these operator C∗-algebras leads to an invertibility criterion for
the functional operators A ∈ A in Section 3 and to a Fredholm criterion for the
operators B ∈ B in Section 5.

The paper is organized as follows. Section 2 is devoted to important requisites
to subsequent sections. In Subsection 2.1 we describe the C∗-algebra PSO(T) of
piecewise slowly oscillating function and its maximal ideal space M(PSO(T)). In
Subsection 2.2 we present a symbol calculus for the C∗-algebra A and define a
central C∗-subalgebra Zπ of the C∗-algebra Aπ := A/K. In Subsections 2.3–2.4
we recall the local-trajectory method and its generalization based on the notion
of spectral measure.

In Section 3 we study the invertibility in the C∗-algebra A (see (1.4)) of
the functional operators with shifts having an arbitrary nonempty set of common
fixed points. Making use of the local-trajectory method and its generalization,
we establish an invertibility criterion for the operators A ∈ A. To this end we
study the invertibility of the operators χ◦A, χarc A and χ∗A, respectively, on the
spaces L2(Λ◦), L2(T∗arc) and L2(Λ∗) where χ◦, χarc and χ∗ are the characteristic
functions of the sets Λ◦, T∗arc := T \ Λ◦ and Λ∗ := Λ◦ \ Λ◦.

Sections 4 and 5 are devoted to studying the Fredholmness in C∗-algebra
B or, equivalently, the invertibility in the C∗-algebra Bπ = B/K considered as
Bπ = alg (Aπ, Uπ

G), the C∗-algebra generated by all the cosets Aπ (A ∈ A) and
Uπ

g (g ∈ G), where Bπ := B + K for every B ∈ B(L2(T)). In Section 4, using
the spectral measure associated to the central C∗-subalgebra Zπ of Aπ and to a
faithful representation ϕ of Bπ in a Hilbert space, and considering an appropriate
G-invariant decomposition of the maximal ideal space M(Zπ) of Zπ, we decompose
the C∗-algebra ϕ(Bπ) into the direct sum of some operator C∗-algebras Barc,
BIs, B◦ and B∞ such that any operator B ∈ B is Fredholm if and only if all
the ”projections” of the coset Bπ are invertible in these C∗-algebras. As a result,
we obtain an abstract Fredholm criterion for the operators B ∈ B in terms of the
invertibility of corresponding operators in the C∗-algebras Barc, BIs, B◦ and B∞.



4 M.A. Bastos, C.A. Fernandes and Yu.I. Karlovich

In Section 5 we establish explicit invertibility criteria for the C∗-algebras
Barc, BIs and B◦ and show that the invertibility in the C∗-algebras Barc and
B◦ implies the invertibility in the C∗-algebra B∞, which does not have influence
on the Fredholm criterion for the C∗-algebra B. The invertibility conditions and
the methods applied for these C∗-algebras are qualitatively different. Using the
symbol calculus for the C∗-algebra A and the local-trajectory method, we get in
Subsection 5.1 an invertibility criterion for the operators in the C∗-algebra Barc

associated to the set Tarc = T \ Λ. In Subsection 5.2, applying [5, Section 9], we
obtain an invertibility criterion for the operators in the C∗-algebra BIs related
to the set Is Λ of all isolated points of Λ. The invertibility in the C∗-algebra B◦

associated to the set Λ′ of all limit points of Λ is investigated in Section 5.3 on
the basis of local-trajectory method. In Subsection 5.4 devoted to the C∗-algebra
B∞ we establish a general form of operators in the C∗-algebra B and show that
the invertibility in the C∗-algebras Barc and B◦ implies the invertibility in the
C∗-algebra B∞. Finally, in Subsection 5.5, collecting the results of Subsections 5.1–
5.4, we construct a symbol calculus for the C∗-algebra B and obtain an explicit
Fredholm criterion for the operators B ∈ B.

2. Preliminaries

Let B(H) denote the C∗-algebra of all bounded linear operators on a Hilbert space
H and let K(H) be the ideal of all compact operators on H. If S, T ∈ B(H) and
S − T ∈ K(H), we will use the notation S ' T . For an operator A ∈ B(H) we
denote by Aπ := A+K(H) the coset of A in the Calkin algebra B(H)/K(H). Given
two C∗-algebras A and B, we write A ∼= B if they are isometrically ∗-isomorphic.

2.1. Function spaces

Let C(T), PC(T) and SO(T) denote the C∗-subalgebras of L∞(T) consisting,
respectively, of the functions continuous on T, of the functions which have one-
sided limits at each point of T, and of the functions slowly oscillating at each point
of T. A function f ∈ L∞(T) is called slowly oscillating at a point λ ∈ T (cf. [4],
[5]) if

lim
ε→0

ess sup
{
|f(z1)− f(z2)| : z1, z2 ∈ Tε(λ)

}
= 0,

where Tε(λ) :=
{
z ∈ T : ε/2 ≤ |z − λ| ≤ ε

}
. Let PSO(T) := alg(SO(T), PC(T))

be the C∗-subalgebra of L∞(T) generated by the C∗-algebras SO(T) and PC(T).
Given a commutative unital C∗-algebra A, we denote by M(A) the maximal

ideal space of A. As is well known, M(C(T)) = T and M(PC(T)) = T × {0, 1},
respectively, where the points t ∈ T are identified with the evaluation functionals
δt given by δt(f) = f(t) for f ∈ C(T), and the pairs (t, 0) and (t, 1) are the
multiplicative linear functionals defined for a ∈ PC(T) by (t, 0)a = a(t − 0) and
(t, 1)a = a(t+0), where a(t−0) and a(t+0) are the left and right one-sided limits
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of a at the point t ∈ T. It is also known (see [4]) that

M(SO(T)) =
⋃

t∈T
Mt(SO(T)), M(PSO(T)) =

⋃

ξ∈M(SO(T))
Mξ(PSO(T)), (2.1)

where the corresponding fibers are given for t ∈ T and ξ ∈ M(SO(T)) by

Mt(SO(T)) =
{
ξ ∈ M(SO(T)) : ξ|C(T) = t

}
,

Mξ(PSO(T)) =
{
y ∈ M(PSO(T)) : y|SO(T) = ξ

}
.

The fibers Mξ(PSO(T)) for ξ ∈ M(SO(T)) can be characterized as follows.

Theorem 2.1. [4, Theorem 4.6] If ξ ∈ Mt(SO(T)) with t ∈ T, then

Mξ(PSO(T)) = {(ξ, 0), (ξ, 1)}, (2.2)

where, for µ ∈ {0, 1}, (ξ, µ)|SO(T) = ξ, (ξ, µ)|C(T) = t, (ξ, µ)|PC(T) = (t, µ).

By (2.1) and (2.2), M(PSO(T)) = M(SO(T))×{0, 1}. The Gelfand topology
on M(PSO(T)) can be described as follows. If ξ ∈ Mt(SO(T)) (t ∈ T), a base of
neighborhoods for (ξ, µ) ∈ M(PSO(T)) consists of all open sets of the form

U(ξ,µ) =

{(
Uξ,t × {0}

) ∪ (
U−

ξ,t × {0, 1}) if µ = 0,(
Uξ,t × {1}

) ∪ (
U+

ξ,t × {0, 1}) if µ = 1,
(2.3)

where Uξ,t = Uξ∩Mt(SO(T)), Uξ is an open neighborhood of ξ in M(SO(T)), and
U−

ξ,t, U+
ξ,t consist of all ζ ∈ Uξ such that τ = ζ|C(T) belong, respectively, to the sets

(−t, t) := {z ∈ T : −π < arg (z/t) < 0} and (t,−t) := {z ∈ T : 0 < arg (z/t) < π}.
2.2. The C∗-algebra A

Consider the C∗-algebra A = alg (PSO(T), ST) of singular integral operators on
L2(T) with PSO(T) coefficients. Let Ṙ = R∪{∞} and R = [−∞, +∞] be the one
and two-point compactifications of the real line R = (−∞, +∞). Define the set

M := M(SO(T))× R (2.4)

and equip it with the discrete topology. Let BC(M,C2×2) be the C∗-algebra of all
bounded continuous matrix functions f : M → C2×2. According to [9, Section 7]
and [5, Theorem 5.1] we have the following symbol calculus for the C∗-algebra A.

Theorem 2.2. The map Sym : {aI : a ∈ PSO(T)} ∪ {ST} → BC(M,C2×2) given
by the matrix functions

(Sym aI)(ξ, x) :=
(

a(ξ, 1) 0
0 a(ξ, 0)

)
, (SymST)(ξ, x) :=

(
u(x) −v(x)
v(x) −u(x)

)
, (2.5)

where a(ξ, µ) is the Gelfand transform of a at the point (ξ, µ) ∈ M(PSO(T)) and
u(x) := tanh(πx), v(x) := −i/ cosh(πx) for x ∈ R, extends to a C∗-algebra homo-
morphism Sym : A → BC(M,C2×2) whose kernel consists of all compact operators
on L2(T). An operator A ∈ A is Fredholm on the space L2(T) if and only if

det
(
(Sym A)(ξ, x)

) 6= 0 for all (ξ, x) ∈ M.
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To each point t ∈ T we assign the operator Vt ∈ B(L2(T)) given by

(Vtϕ)(z) :=
χ+

t (z)
πi

∫

T

ϕ(y)χ+
t (y)

y + z − 2t
dy− χ−t (z)

πi

∫

T

ϕ(y)χ−t (y)
y + z − 2t

dy, for z ∈ T, (2.6)

where χ±t are the characteristic functions of the arcs γ±t such that γt := γ+
t ∪γ−t is

a neighborhood of t, γ+
t ∩γ−t = {t}, γt is separated from −t, and γ+

t ∩ (−t, t) = ∅,
γ−t ∩ (t,−t) = ∅. By [5, Lemma 5.3], every operator Vt (t ∈ T) with a fixed
singularity at t belongs to the C∗-algebra A. Let P denote the set of all polynomials∑n

k=0 akuk with ak ∈ C and n = 0, 1, . . .. Consider the C∗-algebra

Z := alg
{
aI, HP,t : a ∈ SO(T), P ∈ P, t ∈ T} ⊂ B(L2(T)) (2.7)

generated by all multiplication operators aI with a ∈ SO(T) and by all operators

HP,t := P (χ+
t STχ

+
t I − χ−t STχ

−
t I)Vt ∈ A (P ∈ P, t ∈ T). (2.8)

By [5, (4.11) and (6.3)], for all a ∈ PSO(T), b ∈ SO(T), P ∈ P and t ∈ T, we get

aHP,t ' HP,taI, STHP,t ' HP,tST, bST ' STbI. (2.9)

Thus, Zπ := (Z +K)/K is a central C∗-subalgebra of the C∗-algebra Aπ := A/K,
where K = K(L2(T)) is the ideal of all compact operators on L2(T).

Consider now the compact Hausdorff space

Ṁ := M(SO(T))× Ṙ, (2.10)

where M(SO(T)) is equipped with the Gelfand topology, and the neighborhood
base of the topology on Ṁ consists of the open sets of the form

W(ξ,x) =
{

Uξ,t × (x− ε, x + ε) if (ξ, x) ∈ M(SO(T))× R,(
(Uξ \ Uξ,t)× Ṙ

) ∪ (
Uξ,t × (Ṙ \ [−ε, ε])

)
if (ξ, x) ∈ M(SO(T))× {∞}, (2.11)

where (ξ, x) ∈ Ṁ, ε > 0, Uξ is an open neighborhood of a point ξ ∈ M(SO(T)),
and Uξ,t = Uξ ∩Mt(SO(T)) with t = ξ|C(T) ∈ T.

Theorem 2.3. [5, Theorem 6.3] The maximal ideal space M(Zπ) of the C∗-algebra
Zπ coincides with the compact Ṁ given by (2.10), and the Gelfand transform of
Zπ is defined by Γ : Zπ → C(Ṁ), Zπ 7→ z(·, ·), where z(ξ, x) = (Sym Z)11(ξ, x)
for (ξ, x) ∈ M(SO(T))× R and z(ξ,∞) = (SymZ)11(ξ,±∞) for ξ ∈ M(SO(T)).

2.3. The local-trajectory method

Let us recall the statements of the local-trajectory method (see [15], [17]).
Let A be a unital C∗-algebra and let Z be a central C∗-subalgebra of A

with the same identity I. For a discrete group G with unit e, let U : g 7→ Ug be a
unitary representation of G, that is, a homomorphism of the group G onto a group
UG = {Ug : g ∈ G} of unitary elements, where Ug1g2 = Ug1Ug2 and Ue = I. We
denote by B := alg (A, UG) the minimal C∗-algebra containing the C∗-algebra A
and the group UG. Assume that
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(A1) for every g ∈ G the mappings αg : a 7→ Ug aU∗
g are ∗-automorphisms of the

C∗-algebras A and Z.
According to (A1), B is the closure of the set B0 consisting of all elements of the
form b =

∑
agUg where ag ∈ A and g runs through finite subsets of G.

Since the C∗-algebra Z is commutative, it follows that Z ∼= C(M(Z)) where
C(M(Z)) is the C∗-algebra of all continuous complex-valued functions on the max-
imal ideal space M(Z) of Z. Furthermore, in view of (A1), each ∗-automorphism
αg : Z → Z induces a homeomorphism βg : M(Z) → M(Z) given by the rule

z[βg(m)] = [αg(z)](m), z ∈ Z, m ∈ M(Z), g ∈ G, (2.12)

where z(·) ∈ C(M(Z)) is the Gelfand transform of the element z ∈ Z. The set
G(m) := {βg(m) : g ∈ G} is called the G-orbit of a point m ∈ M(Z).

In what follows we also assume that
(A2) G is an amenable discrete group.

Let us equip the set PA of all pure states (see, e.g., [11]) of the C∗-algebra
A with the induced weak∗ topology. For each maximal ideal m ∈ M(Z) of the
central C∗-algebra Z ⊂ A, let Jm be the closed two-sided ideal of A generated by
m. By [8, Lemma 4.1], if µ ∈ PA, then Ker µ ⊃ Jm where m := Z∩Ker µ ∈ M(Z).
Furthermore, assume that
(A3) there is a set M0 ⊂ M(Z) such that for every finite set G0 ⊂ G and for

every nonempty open set W ⊂ PA there exists a state ν ∈ W such that
βg(mν) 6= mν for all g ∈ G0 \ {e}, where the point mν = Z ∩ Ker ν belongs
to the G-orbit G(M0) := {βg(m) : g ∈ G, m ∈ M0} of the set M0.
For every m ∈ M(Z), let π̃m be an isometric representation

π̃m : A/Jm → B(Hm) (2.13)

of the quotient C∗-algebra A/Jm in a Hilbert space Hm (see [12, Theorem 2.6.1]).
Let Ω be the set of all G-orbits of the points m ∈ M0 with M0 ⊂ M(Z) taken
from (A3), let Hω = Hm where m = mω is an arbitrary fixed point of an orbit
ω ∈ Ω, and let l2(G,Hω) be the Hilbert space of all functions f : G 7→ Hω such
that f(g) 6= 0 for at most countable set of points g ∈ G and

∑ ‖f(g)‖2Hω
< ∞.

For every ω ∈ Ω, we consider the representation πω : B → B(l2(G,Hω)) defined
for all a ∈ A, all g, h ∈ G and all f ∈ l2(G,Hω) by

[πω(a)f ](g) = π̃mω (αg(a) + Jmω )f(g), [πω(Uh)f ](g) = f(gh). (2.14)

Consider the representation π =
⊕

ω∈Ω πω of the C∗-algebra B in the Hilbert
space

⊕
ω∈Ω l2(G,Hω). If (A1)–(A3) hold, then π is a ∗-isomorphism of the C∗-

algebra A onto the C∗-algebra π(A) (see [17, Theorem 4.1] and [5, Theorem 3.1]),
which implies the following due to the inverse closedness of C∗-algebras.

Theorem 2.4. If assumptions (A1)–(A3) are satisfied, then an element b ∈ B is
invertible in the C∗-algebra B if and only if for every orbit ω ∈ Ω the operator
πω(b) is invertible on the space l2(G,Hω) and, in the case of infinite Ω,

sup
{‖(πω(b))−1‖ : ω ∈ Ω

}
< ∞.
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2.4. A generalization of the local-trajectory method based on spectral measures

Now we consider a generalization of the local-trajectory method for the case when
condition (A3) is not fulfilled. Such generalization, based on the notion of spectral
measures, was developed in [17] and [5].

Consider the C∗-algebra B = alg (A, UG) under the only condition (A1) of
the local-trajectory method for the C∗-algebras A and Z ⊂ A. Let R(M(Z))
denote the σ-algebra of all Borel subsets of M(Z), and let

RG(M(Z)) =
{
∆ ∈ R(M(Z)) : βg(∆) = ∆ for all g ∈ G

}
,

where the homeomorphisms βg are given by (2.12).
As is known (see, e.g., [12, Theorem 2.6.1]), there exists an isometric repre-

sentation π : B → B(H) of the C∗-algebra B in a Hilbert space H. According
to [24, § 17], for the representation π|Z : Z → B(H) of a unital commutative
C∗-algebra Z, there is a unique spectral measure Pπ(·) which commutes with all
operators in the C∗-algebra π(Z) and in its commutant π(Z)′, and such that

π(z) =
∫

M(Z)

z(m) dPπ(m) for all z ∈ Z,

where z(·) ∈ C(M(Z)) is the Gelfand transform of an element z ∈ Z.
Since (A1) holds, it follows from [17, Lemma 4.6]) that

π(b)Pπ(∆) = Pπ(∆)π(b) for all b ∈ B and all ∆ ∈ RG(M(Z)). (2.15)

Given ∆ ∈ RG(M(Z)) such that Pπ(∆) 6= 0, we define the Hilbert space H∆ :=
Pπ(∆)H and introduce the following three C∗-subalgebras of B(H∆):

B∆ := {Pπ(∆)π(b) : b ∈ B},
A∆ := {Pπ(∆)π(a) : a ∈ A} and Z∆ := {Pπ(∆)π(z) : z ∈ Z}.

Since Z is a central C∗-subalgebra of A, from (2.15) it follows that Z∆ is a central
C∗-subalgebra of A∆, where A∆ ⊂ B∆.

For each Borel set ∆ ∈ R(M(Z)), let Int∆ and ∆ denote the interior and
the closure of ∆, respectively, and let ∆̃ be the closed subset of ∆ given by

∆̃ =
{
m ∈ M(Z) : Pπ(Wm ∩∆) 6= 0 for every open neighborhood Wm of m

}
.

Lemma 2.5. [17, Lemmas 5.1–5.2] If ∆ ∈ R(M(Z)) and Int∆ 6= ∅, then:
(i) Pπ(∆) 6= 0; (ii) Z∆

∼= C(∆̃); (iii) Int(∆) ⊂ ∆̃ ⊂ ∆.

Fix ∆ ∈ RG(M(Z)). For every g ∈ G, we consider the unitary operator
Ug,∆ := Pπ(∆)π(Ug) on H∆. As condition (A1) holds, the mappings

αg,∆ : Pπ(∆)π(a) 7→ Ug,∆Pπ(∆)π(a)U∗
g,∆ = Pπ(∆)π(UgaU∗

g )Pπ(∆) (g ∈ G)

are ∗-automorphisms of the C∗-algebras Z∆ and A∆. Since Z∆
∼= C(∆̃) where

∆̃ ∈ RG(M(Z)) and the isomorphism is given by Pπ(∆)π(z) 7→ z(·)|∆̃, it follows
that each ∗-automorphism αg,∆ induces on ∆̃ the homeomorphism βg,∆ := βg|∆̃,
where βg is defined by (2.12).

Below we need the following decomposition result.
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Proposition 2.6. [5, Proposition 3.3] Let π : B → B(H) be an isometric represen-
tation of the C∗-algebra B = alg (A, UG) in a Hilbert space H and let {∆i} be an
at most countable family of disjoint Borel sets in RG(M(Z)) such that Pπ(∆i) 6= 0
for all i and Pπ(M(Z)\⋃

i ∆i) = 0. If condition (A1) is fulfilled, then the mapping

Θ : B →
⊕

i
B∆i

, b 7→
⊕

i
Pπ(∆i)π(b)

is an isometric C∗-algebra homomorphism from the C∗-algebra B into the C∗-
algebra B̃ :=

⊕
i B∆i . Then an element b ∈ B is invertible if and only if for each

i the operator Pπ(∆i)π(b) is invertible on the Hilbert space H∆i
and

sup
i
‖(Pπ(∆i)π(b))−1‖ < ∞ in case {∆i} is countable.

Proposition 2.6 allows us to study the C∗-algebras B∆i
separately. If some of

these algebras satisfy conditions (A1)–(A3), we can apply Theorem 2.4 (for more
general situations see [17, Section 5]).

Finally we enunciate a crucial result for studying the C∗-algebras B∆i
when

∆i is an open subset of M(Z).

Lemma 2.7. [5, Lemma 3.5] Let A be a unital C∗-algebra and Z a central C∗-
subalgebra of A with the same unit. Let π : A → B(H) be a representation of A in
a Hilbert space H. Given an open set ∆ ⊂ M(Z), let Z(∆) denote the subset of Z
composed by the elements z ∈ Z whose Gelfand transforms z(·) are real functions
in C(M(Z)) with support in ∆ and values in the segment [0, 1]. Then

‖Pπ(∆)π(a)‖B(H) = sup
z∈Z(∆)

‖π(az)‖B(H) for all a ∈ A.

3. Invertibility in the C∗-algebra A
Using the generalization of the local-trajectory method related to Proposition 2.6,
we devote this section to studying the invertibility of functional operators in the
C∗-algebra A = alg (PSO(T), UG) ⊂ B(L2(T)).

Let Z̃ := {aI : a ∈ PSO(T)}. As Z̃ ∼= PSO(T), we get M(Z̃) = M(PSO(T)),
where M(PSO(T)) = M(SO(T))×{0, 1} is the Hausdorff compact space with the
topology (2.3). For each a ∈ PSO(T) and each g ∈ G, from [4, Lemma 4.2] it fol-
lows that a◦g ∈ PSO(T). Consequently, the mapping α̃g : aI 7→ UgaU−1

g = (a◦g)I
is a ∗-automorphism of the commutative C∗-algebra Z̃. Since G is an amenable
group, conditions (A1)–(A2) of Subsection 2.3 are satisfied for the C∗-algebra A.

For every g ∈ G, the ∗-automorphism α̃g induces the homeomorphism

β̃g : M(PSO(T)) → M(PSO(T)), (ξ, µ) 7→ (g(ξ), µ), (3.1)

where we save notation g for the homeomorphism ξ 7→g(ξ) on M(SO(T)) given by

a(g(ξ)) = (a ◦ g)(ξ) for all a ∈ SO(T) and ξ ∈ M(SO(T)) (3.2)

(as usual, a(ξ) := ξ(a)). If the ideal ξ ∈ M(SO(T)) belongs to the fiber Mt(SO(T)),
then g(ξ) ∈ Mg(t)(SO(T)). Moreover, [5, Theorem 6.4] implies the following.



10 M.A. Bastos, C.A. Fernandes and Yu.I. Karlovich

Lemma 3.1. If Λ is the set of common fixed points of all shifts g ∈ G \ {e}, then

MΛ :=
⋃

t∈Λ
Mt(SO(T))× {0, 1} ⊂ M(PSO(T)) (3.3)

is the set of common fixed points of all homeomorphisms β̃g (g ∈ G \ {e}).
Since the C∗-algebra Z̃ is commutative and hence its maximal ideal space

M(PSO(T)) coincides with the set PZ̃ of its pure states, choosing Z̃ as the central
C∗-subalgebra of itself, we can rewrite condition (A3) of Subsection 2.3 in the form:

(A3’) there is a set M0 ⊂ M(PSO(T)) such that for every finite set G0 ⊂ G
and for every nonempty open set W ⊂ M(PSO(T)) there exists an ideal
m0 ∈ W ∩G(M0) such that β̃g(m0) 6= m0 for all g ∈ G0 \ {e}.

Obviously, if Λ◦ = IntΛ 6= ∅, then condition (A3’) is not fulfilled.
Let Λ± be the set of all t ∈ ∂Λ that are limit points of the sets γ±t ∩ Λ◦,

respectively, where γ+
t (γ−t ) is a right (left) semi-neighborhood of t on T. Clearly,

Λ◦ = Λ◦∪Λ+∪Λ− and Λ◦r ⊂ Λ−, Λ◦l ⊂ Λ+, where Λ◦l and Λ◦r denotes, respectively,
the at most countable set of the initial and final points of all open arcs which
compose the set Λ◦.

Let χ◦, χarc and χ∗ be the characteristic functions of the sets Λ◦, T∗arc :=
T\Λ◦ ⊃ Tarc and Λ∗ := Λ+∪Λ−, respectively. Since Λ◦∪T∗arc∪Λ∗ is a G-invariant
partition of T, we immediately obtain the following decomposition result.

Lemma 3.2. An operator A ∈ A is invertible on L2(T) if and only if:
(i) the operator χ◦A is invertible on the Hilbert space L2(Λ◦),

(ii) the operator χarc A is invertible on the Hilbert space L2(T∗arc),

(iii) in case mesΛ∗ > 0, the operator χ∗A is invertible on the Hilbert space L2(Λ∗).

Consider now the following subsets of M(Z̃):

M◦ :=
⋃

t∈Λ◦
Mt(SO(T))× {0, 1}, M∗

arc :=
⋃

t∈T∗arc

Mt(SO(T))× {0, 1}. (3.4)

The sets M◦ and M∗
arc are invariant under the action of all homeomorphisms β̃g

(g ∈ G). Since these sets are open, from Lemma 2.5(iii) it follows that

M̃◦ := M̃◦ = M◦ =
( ⋃

t∈Λ◦
Mt(SO(T))× {0, 1}

)

∪
( ⋃

t∈Λ◦l
Mt(SO(T))× {1}

)
∪

( ⋃
t∈Λ◦r

Mt(SO(T))× {0}
)

∪
( ⋃

t∈Λ+\Λ◦l
M◦

t,+)× {1}
)
∪

( ⋃
t∈Λ−\Λ◦r

M◦
t,−(SO(T))× {0}

)
, (3.5)

M̃∗
arc := M̃∗

arc = M∗
arc =

( ⋃
t∈T∗arc

Mt(SO(T))× {0, 1}
)

∪
( ⋃

t∈Λ◦l \Λ−
Mt(SO(T))× {0}

)
∪

( ⋃
t∈Λ◦r\Λ+

Mt(SO(T))× {1}
)

∪
( ⋃

t∈Λ+\Λ◦l
Marc

t,+ )× {1}
)
∪

( ⋃
t∈Λ−\Λ◦r

Marc
t,− (SO(T))× {0}

)
. (3.6)



C∗-algebras of Singular Integral Operators with Shifts 11

where M◦
t,+ (resp. Marc

t,+ ) for t ∈ Λ+\Λ◦l denotes the closed set of all ξ ∈ M(SO(T))
which are limits of nets δtα

where tα → t and tα ∈ γ+
t ∩Λ◦ (resp. tα ∈ γ+

t ∩Tarc);
M◦

t,− (resp. Marc
t,− ) for t ∈ Λ− \Λ◦r is the closed set of all ξ ∈ M(SO(T)) which are

limits of nets δtα
where tα → t and tα ∈ γ−t ∩Λ◦ (resp. tα ∈ γ−t ∩Tarc). Note that

the limits of nets δtα , with tα → t and tα ∈ γ±t ∩(∂Λ\{t}), belong to M◦
t,±∩Marc

t,± .
Let R(M(Z̃)) be the σ-algebra of all Borel subsets of M(PSO(T)) and let

PI : R(M(Z̃)) → B(L2(T)) be the spectral measure associated to the identity
representation I of the C∗-algebra Z̃ in the Hilbert space L2(T). Then we get

PI(M◦) = χ̃◦I, PI(M∗
arc) := χ̃arcI,

where χ̃◦, χ̃arc are the characteristic functions of the setsM◦,M∗
arc ∈ RG(M(Z̃)).

With the sets M◦ and M∗
arc given by (3.4) we associate the C∗-algebras

A◦ := alg
{
χ◦aI, χ◦Ug : a ∈ PSO(T), g ∈ G

} ⊂ B(L2(Λ◦)), (3.7)

Aarc := alg
{
χarc aI, χarcUg : a ∈ PSO(T), g ∈ G

} ⊂ B(L2(T∗arc)). (3.8)

Let us study the invertibility in these C∗-algebras.
Since Λ◦ consists of fixed points of all shifts g ∈ G, then χ◦Ug can be identified

with the identity operator on L2(Λ◦). Thus, if A =
∑

g∈F agUg ∈ A where F is a
finite set of G, then χ◦A = χ◦

∑
agI, whence

∥∥χ◦
∑

ag

∥∥ ≤ ‖A‖. Hence the map
∑

g∈F
agUg 7→ χ◦

∑
g∈F

ag (3.9)

extends by continuity to a C∗-algebra homomorphism ν◦ of A onto the C∗-algebra
χ◦PSO(T) (as M̃◦ is a closed subset of M(Z̃) by (3.5), every function ν◦(A)
extends to a function a ∈ PSO(T)). Consequently, we deduce from (3.7) that

A◦ = {χ◦aI : a ∈ PSO(T)} ∼= χ̃◦C(M(Z̃)). (3.10)

By (3.10) and Lemma 2.5(ii), we obtain A◦ ∼= C(M̃◦). Thus, due to (3.9), for
each functional operator A ∈ A there exists a function a ∈ PSO(T) such that
χ◦A = ν◦(A)I = χ◦aI. If we denote by Â the restriction of the Gelfand transform
of the function a to the set M̃◦, then Â(ξ, µ) = a(ξ, µ) for all (ξ, µ) ∈ M̃◦. In
particular, for A =

∑
g∈F agUg, we get Â(ξ, µ) =

∑
g∈F ag(ξ, µ) for (ξ, µ) ∈ M̃◦.

With the previous notation, the mapping

Γ◦ : A◦ → C(M̃◦), χ◦A 7→ Â (A ∈ A) (3.11)

is the C∗-algebra isomorphism of the C∗-algebras A◦ and C(M̃◦), which implies
the following invertibility criterion for A◦.
Theorem 3.3. For each functional operator A ∈ A, the operator A◦ := χ◦A ∈ A◦
is invertible on the space L2(Λ◦) if and only if Â(ξ, µ) 6= 0 for all (ξ, µ) ∈ M̃◦.

Using the local-trajectory method, we establish now an invertibility criterion
for the operators in the C∗-algebra Aarc. Consider the commutative C∗-subalgebra
Zarc := {χarc aI : a ∈ PSO(T)} of Aarc. From Lemma 2.5(ii) and (3.6) it follows
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that Zarc
∼= C(M̃arc). It is clear that Aarc = alg(Zarc, Ũarc(G)), the C∗-algebra

generated by Zarc and Ũarc(G) := {Ũg,arc := χarcUg : g ∈ G}. All the mappings

α̃g,arc : χarc aI 7→ Ũg,arc(χarc a)Ũ∗
g,arc = χarc(a ◦ g)I (g ∈ G)

are ∗-automorphisms of the C∗-algebra Zarc that induce on M̃∗
arc the homeomor-

phisms β̃g,arc being restrictions on M̃∗
arc of the homeomorphisms β̃g given by (3.1).

In view of (3.3) and (3.6), MΛ ∩ M̃∗
arc is the set of fixed points for all

homeomorphisms β̃g,arc (g 6= e). Setting

Marc :=
⋃

t∈Tarc

Mt(SO(T))× {0, 1}, (3.12)

we infer from (2.3), (3.6) and (3.12) that M̃arc = M̃∗
arc. Hence, in view of the

topologically free action of the group G on T\Λ◦ and since g(ξ) ∈ Mg(t)(SO(T)) for
ξ ∈ Mt(SO(T)), we conclude from (3.6) that condition (A3’) for M̃∗

arc holds with
M0 := Marc. Thus, conditions (A1)–(A3) for the C∗-algebra Aarc are satisfied.

For each operator A ∈ A, let Aarc := χarcA ∈ Aarc. With every maximal
ideal (ξ, µ) ∈Marc we associate the representation

Π(ξ,µ) : Aarc → B(l2(G)), Aarc 7→ A(ξ,µ), (3.13)

given for the operators Aarc =
∑

g∈F χarc agUg with finite sets F ⊂ G by

(A(ξ,µ)f)(h) =
∑

g∈F
[(ag◦h)(ξ, µ)]f(hg) (h ∈ G, f ∈ l2(G)). (3.14)

Let Oarc be a subset of Tarc containing exactly one point in each G-orbit
defined by the action of the group G on Tarc, and consider the set

Rarc :=
{
(ξ, µ) ∈ M(PSO(T)) : ξ ∈ Mτ (SO(T)), τ ∈ Oarc, µ = 0, 1

}
. (3.15)

The set Rarc contains exactly one point in each G-orbit defined by the action of
the group G on Marc, by means of the homeomorphisms β̃g,arc (g ∈ G).

Theorem 3.4. For each functional operator A ∈ A, the operator Aarc := χarcA is
invertible on the space L2(T∗arc) if and only if for all (ξ, µ) ∈ Rarc the operators
A(ξ,µ) are invertible on the space l2(G) and

sup
(ξ,µ)∈Rarc

∥∥(A(ξ,µ))−1
∥∥ < ∞. (3.16)

Proof. With each functional (ξ, µ) ∈Marc we associate the maximal ideal J(ξ,µ) :=
{χarc aI : a ∈ PSO(T), a(ξ, µ) = 0} of Zarc. Since Zarc is a commutative C∗-
algebra, the mapping

Π̃(ξ,µ) : Zarc/J(ξ,µ) → C, χarc aI + J(ξ,µ) 7→ a(ξ, µ),

is an isometric representation of the C∗-algebra Zarc/J(ξ,µ) in C. Following (2.13)–
(2.14), for all (ξ, µ) ∈ Marc, we construct the representations Π(ξ,µ) of the C∗-
algebraAarc in the Hilbert space l2(G) by formulas (3.13) and (3.14). Since the C∗-
algebra Aarc given by (3.8) satisfies conditions (A1)–(A3) of the local-trajectory
method, Theorem 2.4 immediately implies the statement of the theorem. ¤
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Let us study the invertibility of the operator A∗ := χ∗A on the space L2(Λ∗).
To this end we need first to construct limit operators (see, e.g., [6] and [25])
associated with operators A ∈ A and points t ∈ Λ∗. Assume, for example, that
1 ∈ Λ∗. Representing each diffeomorphism g ∈ G in the form g(eix) = eig̃(x)

for x ∈ [0, 2π] where g̃ is an orientation-preserving diffeomorphism of [0, 2π] onto
itself, we conclude that g̃(0) = 0, and g̃′(0) = g′(1) = 1. Hence g̃(x) = x + ε(x)x
where ε(x) → 0 as x → 0. For all k > 0, we define the unitary shift operators
Vk ∈ B(L2(T)) by (Vkf)(eix) = [η′k(x)]1/2f(eiηk(x)) for x ∈ [0, 2π] where ηk(x) =
2πkx/[2π + (k − 1)x]. By direct computation, we obtain

(
η−1

k ◦ g̃ ◦ ηk

)
(x) =

2πx(1 + ε[ηk(x)])
2π + (1− k)xε[ηk(x)]

, (3.17)

(
η−1

k ◦ g̃ ◦ ηk

)′(x) =
(2π)2g̃′[ηk(x)]

(2π + (1− k)xε[ηk(x)])2
. (3.18)

Fix x0 ∈ (0, 2π). Since ε[ηk(x)] → 0 and g̃′[ηk(x)] → 1 as k → 0 uniformly with
respect to x ∈ [0, x0], we infer from (3.17) and (3.18) that for any x0 ∈ (0, 2π),

lim
k→0

(
η−1

k ◦ g̃ ◦ ηk

)
(x) = x, lim

k→0

(
η−1

k ◦ g̃ ◦ ηk

)′(x) = 1

uniformly for x ∈ [0, x0] . Hence, we infer from the relation
(
VkUgV

−1
k f

)
(eix) =

[(
η−1

k ◦ g̃ ◦ ηk

)′(x)
]1/2

f
(
ei(η−1

k ◦g̃◦ηk)(x)
)

(x ∈ [0, 2π]),

that s-limk→0 VkUgV
−1
k = I for all g ∈ G, which in its turn implies for finite sets

F ⊂ G and η̂k(t) = exp[iηk(−i ln t)] that

s-lim
k→0

Vk

( ∑
g∈F

agUg

)
V −1

k = s-lim
k→0

(∑
g∈F

(ag ◦ η̂k)I
)
, (3.19)

if the limit on the right exists. Taking now any ξ ∈ M1(SO(T)), by analogy with
[6, Proposition 4.2], we can choose a positive sequence {kn} such that kn → 0 as
n →∞ and

s-lim
n→∞

( ∑
g∈F

(ag ◦ η̂kn)I
)

=
∑

g∈F
ag(ξ, 1)I,

which implies due to (3.19) that

s-lim
n→∞

Vkn

( ∑
g∈F

agUg

)
V −1

kn
=

∑
g∈F

ag(ξ, 1)I. (3.20)

By (3.20), for every ξ ∈ M1(SO(T)), the mapping
( ∑

g∈F agUg

) 7→ ∑
g∈F ag(ξ, 1)

extends to a C∗-algebra homomorphism νξ,1 : A → C, A 7→ Â(ξ, 1) := νξ,1(A)
where the notation Â is consistent with that for A◦. Analogously, there exists a
sequence {kn} such that kn →∞ as n →∞ and

s-lim
n→∞

Vkn

( ∑
g∈F

agUg

)
V −1

kn
=

∑
g∈F

ag(ξ, 0)I,
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which leads to the C∗-algebra homomorphism νξ,0 : A → C, A 7→ Â(ξ, 0). Thus,
we have the C∗-algebra homomorphisms νξ,µ : A 7→ Â(ξ, µ) for all (ξ, µ) in the set

M∗ :=
⋃

t∈Λ∗
Mt(SO(T))× {0, 1} ⊂ M(PSO(T)). (3.21)

Since C∗-algebra homomorphisms h : A → B send invertible elements of a C∗-
algebra A to invertible elements of a C∗-algebra B, we at once obtain the following.

Lemma 3.5. If a functional operator A ∈ A is invertible on the space L2(T), then
Â(ξ, µ) 6= 0 for all (ξ, µ) ∈M∗, where M∗ is given by (3.21).

Lemma 3.6. For any functional operator A ∈ A, if Â(ξ, µ) 6= 0 for all (ξ, µ) ∈M∗,
then the operator A∗ := χ∗A is invertible on the space L2(Λ∗).

Proof. Since M∗ is a closed subset of M(PSO(T )), it follows from the lemma
condition that the function Â : M∗ → C is continuous and invertible. Further, for
each polynomial functional operator A =

∑
g∈F agUg ∈ A with a finite set F ⊂ G,

we infer that χ∗A = χ∗
∑

agI. The latter equality extends by continuity to a
C∗-algebra isomorphism ν∗ : χ∗A → χ∗ PSO(T), χ∗A = χ∗ aI where the Gelfand
transform of a ∈ PSO(T) is obtained by an extension of Â ∈ C(M∗) to a function
continuous on M(PSO(T)). Since (χ∗ a)(ξ, µ) = Â(ξ, µ) for all (ξ, µ) ∈ M∗ and
the function Â ∈ C(M∗) is invertible, we conclude that the operator A∗ := χ∗A
is invertible on the space L2(Λ∗). ¤

Note that the conditions of Lemma 3.6 in general are not necessary for the
invertibility of the operator A∗.

Combining Theorems 3.3, 3.4 and Lemmas 3.2, 3.5, 3.6, we get the following
invertibility criterion for the functional operators in the C∗-algebra A.

Theorem 3.7. An operator A ∈ A is invertible on the space L2(T) if and only if

(i) Â(ξ, µ) 6= 0 for all (ξ, µ) ∈MΛ◦ :=
⋃

t∈Λ◦ Mt(SO(T))× {0, 1};
(ii) for all (ξ, µ) ∈ Rarc, the operators A(ξ,µ) are invertible on the space l2(G)

and (3.16) holds.

Proof. By Lemma 3.6 and Theorem 3.3, condition (i) implies the invertibility of the
operators χ∗A and χ◦A, respectively. Condition (ii) and Theorem 3.4 guarantees
the invertibility of the operator χarc A. Thus, by Lemma 3.2, the operator A is
invertible on the space L2(T). Conversely, if A is invertible, conditions (i) and (ii)
follow from Lemmas 3.2, 3.5 and Theorems 3.3–3.4. ¤

4. Abstract Fredholm criterion for the C∗-algebra B

Consider the C∗-algebra A given by (1.1) and fix an isometric representation

ϕ : Bπ → B(Hϕ), Bπ 7→ ϕ(Bπ) (4.1)
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of the quotient C∗-algebra Bπ = B/K in an abstract Hilbert space Hϕ, where

B := alg (PSO(T), ST, UG) = alg (A, UG) ⊂ B(L2(T))

and K = K(L2(T)). Using the generalization of the local-trajectory method by
means of a spectral measure Pϕ(·), we decompose here the C∗-algebra ϕ(Bπ) in an
orthogonal sum of operator C∗-algebras satisfying conditions of Proposition 2.6. As
a result, an abstract Fredholm criterion for the operators B ∈ B will be obtained.

Put Aπ = A/K. For every orientation-preserving diffeomorphism g : T → T,
every function a ∈ L∞(T) and every operator HP,t defined in (2.8), it follows that

UgaU−1
g = (a ◦ g)I, UgSTU

−1
g ' ST, UgHP,tU

−1
g ' HP,g−1(t) (4.2)

(see [23, Theorem 4.1] and [5, (6.9)]). Since a ◦ g ∈ PSO(T) for all a ∈ PSO(T)
and all g ∈ G in view of [4, Lemma 4.2], we infer from (4.2) that the mapping

αg : Aπ 7→ Uπ
g Aπ(Uπ

g )−1 (4.3)

is a ∗-automorphism of the C∗-algebra Aπ and its central C∗-subalgebra Zπ :=
(Z +K)/K, with Z defined by (2.7). Thus, condition (A1) of the local-trajectory
method is satisfied. By (4.3), each diffeomorphism g : T → T (g ∈ G) induces on
the compact M(Zπ) = Ṁ (see (2.10)) a homeomorphism βg acting by the rule

βg : Ṁ → Ṁ, (ξ, x) 7→ (g(ξ), x) , (4.4)

where g(ξ) is given by (3.2). By analogy with [5, Theorem 4.2], we get the following.

Lemma 4.1. All the homeomorphisms βg (g ∈ G \ {e}) have the same set Λ̂ =⋃
t∈Λ Mt(SO(T)) × Ṙ of fixed points, where Λ is the set of all (common) fixed

points of the shifts g ∈ G \ {e} on T.

By Lemma 4.1, for each fixed point t ∈ Λ of all g ∈ G, there is an open subset
Mt(SO(T))× R of Ṁ composed by fixed points of all βg. Thus, the action of the
group G on Ṁ is not topologically free.

For every t ∈ Λ, we consider the next subsets of Ṁ and M (see (2.10), (2.4)):

M◦
t := Mt(SO(T))× R, M∞

t := Mt(SO(T))× {∞},
Ṁt := Mt(SO(T))× Ṙ, Mt := Mt(SO(T))× R. (4.5)

Further, using (4.5) and the notation of (1.3), we also introduce the sets

Ṁarc :=
⋃

t∈Tarc

Ṁt, ṀIs :=
⋃

IsΛ
M◦

t , (4.6)

Ṁ◦ :=
(⋃

t∈Λ◦
Ṁt

)
∪

(⋃
t∈Λ′\Λ◦

M◦
t

)
, Ṁ∞ :=

⋃
t∈∂Λ

M∞
t , (4.7)

Marc :=
⋃

t∈Tarc

Mt, M◦ :=
⋃

t∈Λ′
Mt. (4.8)

Observe that all the sets in the partition

Ṁ = Ṁarc ∪ ṀIs ∪ Ṁ◦ ∪ Ṁ∞, (4.9)
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belong in view of Lemma 4.1 to the set

RG(Ṁ) :=
{

∆ ∈ R(Ṁ) : βg(∆) = ∆ for all g ∈ G
}

, (4.10)

where R(Ṁ) is the σ-algebra of all Borel subsets of Ṁ. We also define the sets

TIs :=
⋃

t∈IsΛ
Mt(SO(T)), T◦ :=

⋃
t∈Λ′

Mt(SO(T)), (4.11)

and the Hilbert space

Hφ := l2(Marc,C2) ⊕ l2(TIs, L
2
2(R)) ⊕ l2(T◦, L2

2(R)). (4.12)

Consider the C∗-subalgebra φ(Aπ) of B(Hφ) consisting of the operators

φ(Aπ) =
( ⊕

(ξ,x)∈Marc

(Sym A)(ξ, x)I
)
⊕

( ⊕

ξ∈TIs

(Sym A)(ξ, ·)I
)
⊕

( ⊕

ξ∈T◦
(Sym A)(ξ, ·)I

)

(4.13)
where A ∈ A and (Sym A)(ξ, ·) is the matrix function x 7→ (SymA)(ξ, x), with
x ∈ R. By Theorem 2.2, the homomorphism

φ : Aπ → B(Hφ), Aπ 7→ φ(Aπ), (4.14)

is an isometric representation of Aπ in the Hilbert space Hφ. Let

Pϕ : R(Ṁ) → B(Hϕ), Pφ : R(Ṁ) → B(Hφ) (4.15)

be the unique spectral measures associated to the representations (4.1) and (4.14)
of the commutative unital C∗-algebra Zπ in the Hilbert spaces Hϕ andHφ, respec-
tively. According to (4.9), we introduce the following C∗-subalgebras of ϕ(Bπ):

Barc := alg
{
Pϕ(Ṁarc)ϕ(Aπ), Pϕ(Ṁarc)ϕ(Uπ

g ) : A ∈ A, g ∈ G
}
, (4.16)

BIs := alg
{
Pϕ(ṀIs)ϕ(Aπ), Pϕ(ṀIs)ϕ(Uπ

g ) : A ∈ A, g ∈ G
}
, (4.17)

B◦ := alg
{
Pϕ(Ṁ◦)ϕ(Aπ), Pϕ(Ṁ◦)ϕ(Uπ

g ) : A ∈ A, g ∈ G
}
, (4.18)

B∞ := alg
{
Pϕ(Ṁ∞)ϕ(Aπ), Pϕ(Ṁ∞)ϕ(Uπ

g ) : A ∈ A, g ∈ G
}

(4.19)

of B(Pϕ(Ṁarc)Hϕ), B(Pϕ(ṀIs)Hϕ), B(Pϕ(Ṁ◦)Hϕ), B(Pϕ(Ṁ∞)Hϕ), respectively.
Since the spectral projections of the open sets Ṁarc, ṀIs, Ṁ◦ in RG(Ṁ)

given by (4.10) are not zero due to Lemma 2.5, we infer from the partition (4.9)
and Proposition 2.6 the following result.

Theorem 4.2 (Abstract Fredholm criterion for B). An operator B ∈ B is Fredholm
on the space L2(T) if and only if the following conditions hold:

(i) the operator Pϕ(Ṁarc)ϕ(Bπ) is invertible on the Hilbert space Pϕ(Ṁarc)Hϕ,
(ii) the operator Pϕ(ṀIs)ϕ(Bπ) is invertible on the Hilbert space Pϕ(ṀIs)Hϕ,
(iii) the operator Pϕ(Ṁ◦)ϕ(Bπ) is invertible on the Hilbert space Pϕ(Ṁ◦)Hϕ,

(iv) if Pϕ(Ṁ∞) 6= 0, the operator Pϕ(Ṁ∞)ϕ(Bπ) is invertible on the Hilbert space
Pϕ(Ṁ∞)Hϕ.
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For the spectral measure Pφ associated by (4.15) to the concrete representa-
tion (4.13)–(4.14), we easily see that

Pφ(Ṁarc) = Iarc ⊕ OIs ⊕ O◦, Pφ(ṀIs) = Oarc ⊕ IIs ⊕ O◦, (4.20)

Pφ(Ṁ◦) = Oarc ⊕ OIs ⊕ I◦, Pφ(Ṁ∞) = Oarc ⊕ OIs ⊕ O◦, (4.21)

where Oarc and Iarc are, respectively, the zero and identity operators on the Hilbert
space l2(Marc,C2), OIs and IIs are the zero and identity operators on the Hilbert
space l2(TIs, L

2
2(R)), O◦ and I◦ denote the zero and identity operator on the

Hilbert space l2(T◦, L2
2(R)).

5. Symbol calculus and Fredholmness for the C∗-algebra B

5.1. The C∗-algebra Barc

Using the local-trajectory method we establish in this section an invertibility cri-
terion for the C∗-algebra Barc defined by (4.16).

Fix a connected component γ of the open set T \ Λ and define the sets

Ṁγ :=
⋃

t∈γ
Mt(SO(T))× Ṙ ⊂ Ṁ, Mγ :=

⋃
t∈γ

Mt(SO(T))× R ⊂ M. (5.1)

The C∗-algebra Bγ := Pϕ(Ṁγ)ϕ(Bπ) can be viewed as the C∗-subalgebra
alg (Aγ , Uγ(G)) of B(Pϕ(Ṁγ)Hϕ) generated by the C∗-algebra Aγ :=Pϕ(Ṁγ)ϕ(Aπ)
and the group Uγ(G) of the unitary operators Ug,γ := Pϕ(Ṁγ)ϕ(Uπ

g ) (g ∈ G). The
C∗-algebra Zγ := Pϕ(Ṁγ)ϕ(Zπ) is a central subalgebra of Aγ . By Lemma 2.5(ii),

Zγ
∼= C(˜̇Mγ) where ˜̇

Mγ := ˜̇
Mγ . As the set Ṁγ is open due to (5.1) , Lemma 2.5(iii)

implies in view of the topology (2.11) that

˜̇
Mγ = Ṁγ = Ṁγ ∪

( ⋃
t∈∂γ

Mt(SO(T))× {∞}
)
. (5.2)

For the open arc γ := (tl, tr) ⊂ T \ Λ, along with ˜̇
Mγ , we consider the set

Mγ := Mγ ∪
(⋃

t∈∂γ
Mt(SO(T))× {±∞}

)
⊂ M

equipped with the discrete topology. Given an operator A ∈ A, let us define, with
the help of Theorem 2.2, the matrix function Symγ A : Mγ → C2×2 by

(Symγ A)(ξ, x) :=



(SymA)(ξ, x) if (ξ, x) ∈ Mγ ,

diag
{
(SymA)11(ξ, x), (SymA)11(ξ,−x)

}
if (ξ, x) ∈ Mtl

(SO(T))× {±∞},
diag

{
(SymA)22(ξ,−x), (SymA)22(ξ, x)

}
if (ξ, x) ∈ Mtr (SO(T))× {±∞}

(5.3)

where (SymA)jj(ξ, x) is the (j, j)-entry of the matrix (Sym A)(ξ, x).
Since ϕ(Aπ) ∼= φ(Aπ) and the set Ṁγ is open in Ṁ, we infer similarly to

[5, Theorem 8.1] that Pϕ(Ṁγ)ϕ(Aπ) ∼= Pφ(Ṁγ)φ(Aπ). Hence, taking into account
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(4.13) and (4.20), we conclude that the C∗-algebra Aγ
∼= Pφ(Ṁγ)φ(Aπ) is isomet-

rically ∗-isomorphic to the C∗-algebra of all matrix functions Sym A : Mγ → C2×2

for A ∈ A, which, in its turn, is isometrically ∗-isomorphic to the C∗-algebra of
the matrix functions Symγ A : Mγ → C2×2 (A ∈ A) defined by (5.3), because

sup
(ξ,x)∈Mγ

‖(Sym A)(ξ, x)‖sp = sup
(ξ,x)∈Mγ

‖(Symγ A)(ξ, x)‖sp (A ∈ A)

where ‖ · ‖sp is the spectral norm. Thus, by analogy with [5, Theorem 8.3], we
obtain the following result.

Theorem 5.1. The mapping

Symγ : Aγ → BC(Mγ ,C2×2), Pϕ(Ṁγ)ϕ(Aπ) 7→ Symγ A, (5.4)

where Symγ A is given by (5.3), is an isometric C∗-algebra homomorphism.

Consider now the C∗-algebra Bγ . For every g ∈ G, the mapping

αg,γ : Pϕ(Ṁγ)ϕ(Aπ) 7→ Ug,γ(Pϕ(Ṁγ)ϕ(Aπ))U∗
g,γ

is a ∗-automorphism of the C∗-algebras Zγ and Aγ . Thus, condition (A1)–(A2) of
the local-trajectory method for the C∗-algebra Bγ are satisfied. Each ∗-automor-
phism αg,γ (g ∈ G) induces the homeomorphism

βg,γ : ˜̇
Mγ → ˜̇

Mγ , (ξ, x) 7→ βg(ξ, x), (5.5)

where βg and ˜̇
Mγ = M(Zγ) are given by (4.4) and (5.2), respectively. The set

∆γ :=
⋃

t∈∂γ Mt(SO(T))× {∞} is the set of fixed points of all βg,γ (g ∈ G \ {e}).
Let us check condition (A3) of the local-trajectory method for the C∗-algebra

Bγ . For each (ξ, x) ∈ ˜̇
Mγ , let J(ξ,x) be the smallest closed two-sided ideal of Aγ

that contains the set
{
Pϕ(Ṁγ)ϕ(Zπ) : Z ∈ Z, (Symγ Z)(ξ, x) = 02×2

}
. The

set of all pure states of the C∗-algebra Aγ has the form PAγ =
⋃

(ξ,x)∈˜̇
Mγ

P(ξ,x)

where P(ξ,x) can be identified with the set of all pure states of the quotient C∗-
algebra Aγ/J(ξ,x) (see, e.g., [17]). In its turn, the C∗-algebra Aγ/J(ξ,x) is iso-
metrically ∗-isomorphic to (Sym A)(ξ, x) if (ξ, x) ∈ ⋃

t∈γ Mt(SO(T)) × R, and to
(Symγ A)(ξ, +∞) ⊕ (Symγ A)(ξ,−∞) if (ξ, x) ∈ ⋃

t∈γ Mt(SO(T)) × {∞}, where
the mapping Symγ is defined by (5.5). Since βg(ξ, x) 6= (ξ, x) for all (ξ, x) ∈⋃

t∈γ Mt(SO(T))×R and all g ∈ G\{e}, it remains to prove the approximability (in
the weak∗ topology) of all states in P(ξ,∞) with ξ ∈ Mtl

(SO(T))∪Mtr (SO(T)) by
states in P(ζ,∞) where ζ ∈ ⋃

t∈γ Mt(SO(T)), which will give (A3) with M0 = Ṁγ .
By (2.5), (Sym A)(ξ,±∞) are diagonal matrices for all ξ ∈ M(SO(T)). Hence,

we infer from (5.3) that the set P(ξ,∞) with ξ ∈ Mt(SO(T)) consists, respectively,
of the pure states ρ

(1)
ξ,±∞, ρ

(2)
ξ,±∞ if t ∈ γ, ρ

(1)
ξ,±∞ if t = tl, and ρ

(2)
ξ,±∞ if t = tr, where

ρ
(j)
ξ,±∞ : Aγ → C, Pϕ(Ṁγ)ϕ(Aπ) 7→ (Sym A)jj(ξ,±∞) (j = 1, 2). (5.6)
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According to [5, Theorem 5.2], every operator A ∈ A is uniquely represented in
the form A = a+P+

T + a−P−T + HA, where a± ∈ PSO(T), P±T = (I ± ST)/2 and
(SymHA)(ξ,±∞) = 02×2 for all ξ ∈ M(SO(T)). Thus, for such ξ, by (2.5), we get

(Sym A)11(ξ,±∞) = a±(ξ, 1), (SymA)22(ξ,±∞) = a∓(ξ, 0). (5.7)

Hence, taking into account (2.3), we infer from (5.7) and (5.6) that the pure states
ρ
(1)
ξ,±∞ with ξ ∈ Mtl

(SO(T)) and ρ
(2)
ξ,±∞ with ξ ∈ Mtr

(SO(T)) are approximated,

respectively, by ρ
(1)
ζ,±∞ and ρ

(2)
ζ,±∞ with ζ ∈ ⋃

t∈γ Mt(SO(T)), which gives (A3).
For each (ξ, x) ∈ Marc, we consider the representation

π(ξ,x) : Barc → B(l2(G,C2)) (5.8)

given on the generators of the C∗-algebra Barc by
[
π(ξ,x)

(
Pϕ(Ṁarc)ϕ((aI)π)

)
f
]
(g) = (Sym ((a◦g)I))(ξ, x)f(g),[

π(ξ,x)

(
Pϕ(Ṁarc)ϕ(Sπ

T )
)
f
]
(g) = (Sym ST)(ξ, x)f(g),[

π(ξ,x)

(
Pϕ(Ṁarc)ϕ(Uπ

h )
)
f
]
(g) = f(gh),

(5.9)

where a ∈ PSO(T), g, h ∈ G, f ∈ l2(G,C2) and Ṁarc is given by (4.6).
Fix now a set Oarc ⊂ Tarc which contains exactly one point in each orbit

defined by the group of shifts G on Tarc = T \ Λ, and consider the set

Narc :=
⋃

τ∈Oarc

Mτ (SO(T))× R. (5.10)

Theorem 5.2. For each B ∈ B, the operator Barc := Pϕ(Ṁarc)ϕ(Bπ) ∈ Barc

is invertible on the space Pϕ(Ṁarc)Hϕ if and only if for all (ξ, x) ∈ Narc the
operators π(ξ,x)(Barc) are invertible on the space l2(G,C2) and

sup
(ξ,x)∈Narc

∥∥(π(ξ,x)(Barc))−1
∥∥ < ∞. (5.11)

Proof. Since assumptions (A1)–(A3) are fulfilled for the C∗-algebra Bγ , we infer
from Theorem 2.4 by analogy with [5, Theorem 8.4] that, for every B ∈ B, the
operator Bγ := Pϕ(Ṁγ)ϕ(Bπ) ∈ Bγ is invertible on the space Pϕ(Ṁγ)Hϕ if and
only if for all (ξ, x) ∈ Narc ∩Mγ (see (5.10) and (5.1)) the operators π(ξ,x)(Bγ)
are invertible on the space l2(G,C2) and the norms of their inverses are uniformly
bounded. Hence, taking into account the equality Barc =

⊕
γ Bγ where γ runs

through all the connected components of the open set T\Λ, we immediately obtain
the desired assertion for the C∗-algebra Barc. ¤

5.2. The C∗-algebra BIs

By [5], with any isolated point t ∈ Λ and the C∗-algebra B◦
t := Pϕ(M◦

t )ϕ(Bπ) we
associate the Hilbert space Ht = l2(Mt(SO(T)), L2

2(R)) and the C∗-algebra

Ψ̃t(B◦
t ) := alg

{
Ψt(Aπ), Ψt(Uπ

g ) : A ∈ A, g ∈ G
} ⊂ B(Ht)
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generated by the operators Ψt(Aπ) (A ∈ A) and Ψt(Uπ
g ) (g ∈ G) where

Ψt(Aπ) :=
⊕

ξ∈Mt(SO(T))
(SymA)(ξ, ·)I, Ψt(Uπ

g ) :=
⊕

ξ∈Mt(SO(T))
eln g′(t)(·)I, (5.12)

and eln g′(t)(x) := eix ln g′(t) (x ∈ R).

Theorem 5.3. [5, Theorem 9.5] For every t ∈ Is Λ, the mapping

Pϕ(M◦
t )ϕ

(∑
g∈F

Aπ
g Uπ

g

)
7→ Ψt

(∑
g∈F

Aπ
g Uπ

g

)
:=

∑
g∈F

Ψt(Aπ
g )Ψt(Uπ

g ),

where F is a finite subset of G and Ag ∈ A for g ∈ F , extends to an isometric
C∗-algebra homomorphism

Ψ̃t : B◦
t → B(Ht), B◦

t := Pϕ(M◦
t )ϕ(Bπ) 7→ Ψt(Bπ) (B ∈ B), (5.13)

where Ψt is a C∗-algebra homomorphism of the quotient C∗-algebra Bπ into B(Ht),
and Ψt(Bπ) =

⊕
ξ∈Mt(SO(T)) B◦

t (ξ, ·)I with B◦
t (ξ, ·) : R→ C2×2 for any B ∈ B.

As BIs = Pϕ(ṀIs)ϕ(Bπ) =
⊕

t∈IsΛ B◦
t and l2(TIs, L

2
2(R)) =

⊕
t∈IsΛHt (see

(4.17) and (4.11)), Theorem 5.3 and Proposition 2.6 imply the following corollary.

Theorem 5.4. The map ΨIs =
⊕

t∈IsΛ

Ψ̃t is the isometric C∗-algebra homomorphism

ΨIs : BIs → B(l2(TIs, L
2
2(R))), Pϕ(ṀIs)ϕ(Bπ) 7→

⊕

t∈IsΛ

⊕

ξ∈Mt(SO(T))
B◦

t (ξ, ·)I.

For each B ∈ B, the operator BIs := Pϕ(ṀIs)ϕ(Bπ) ∈ BIs is invertible on the
space Pϕ(ṀIs)Hϕ if and only if the operator ΨIs(BIs) is invertible on the space
l2(TIs, L

2
2(R)), that is, if

inf
t∈IsΛ

min
ξ∈Mt(SO(T))

inf
x∈R

∣∣ det(B◦
t (ξ, x))

∣∣ > 0.

5.3. The C∗-algebra B◦

Consider now the C∗-algebra B◦ = alg (A◦, U◦(G)) ⊂ B(Pϕ(Ṁ◦)Hϕ) given by
(4.18). It is generated by the C∗-algebra A◦ := Pϕ(Ṁ◦)ϕ(Aπ) and by the group
of unitary operators U◦(G) :=

{
U◦

g := Pϕ(Ṁ◦)ϕ(Uπ
g ) : g ∈ G

}
.

Consider the Hilbert space H◦ := l2(T◦, L2
2(R)), with T◦ defined by (4.11).

Since Ṁ◦ is an open subset of Ṁ, applying Lemma 2.7, (4.12) and (4.21), we
infer analogously to [5, Theorem 8.1] that Pϕ(Ṁ◦)ϕ(Aπ) ∼= Pφ(Ṁ◦)φ(Aπ). Hence,
taking into account (4.8), (4.13) and Theorem 2.2, we get the following result.

Theorem 5.5. The map Sym◦ : A◦ → B (H◦), defined by

Pϕ(Ṁ◦)ϕ(Aπ) 7→
⊕

ξ∈T◦
(Sym A)(ξ, ·)I for A ∈ A, (5.14)

is an isometric C∗-algebra homomorphism. An operator Pϕ(Ṁ◦)ϕ(Aπ) for A ∈ A

is invertible on the space Pϕ(Ṁ◦)Hϕ if and only if

det ((Sym A)(ξ, x)) 6= 0 for all (ξ, x) ∈ M◦.
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Now we are going to extend the isometric C∗-algebra homomorphism (5.14)
to all the C∗-algebra B◦. To this end we define the closed two-sided ideal H̃π of
the quotient C∗-algebra Zπ that is generated by the cosets Hπ

P,t = HP,t +K with
t ∈ Λ′ \ Λ◦ and P ∈ P and by the cosets (cI)π where c ∈ C(T) and supp c ⊂ Λ◦

(see (2.6)–(2.8)). Since Zπ is commutative, we deduce that H̃π is the closure in Zπ

of the set
{ ∑

i Zπ
i (ciI)π +

∑
k

∑
j Zπ

j,kHπ
Pj,k,tk

}
where Zi, Zj,k ∈ Z, tk ∈ Λ′ \ Λ◦,

Pj,k ∈ P, ci ∈ C(T), ci = 0 on T \ Λ◦ and i, j, k run finite subsets of N. Let

Z(Ṁ◦) :=
{

Zπ ∈ Zπ : supp z(·, ·) ⊂ Ṁ◦, z(ξ, x) ∈ [0, 1] for all (ξ, x) ∈ Ṁ
}

,

(5.15)
where z(·, ·) ∈ C(Ṁ) is the Gelfand transform of the coset Zπ and Ṁ◦ = T◦ × Ṙ
is the closure in Ṁ of the set Ṁ◦ defined in (4.7).

Lemma 5.6. The ideal H̃π possesses the properties:
(i) BπHπ = HπBπ ∈ Aπ for each coset Bπ ∈ Bπ and each coset Hπ ∈ H̃π;

(ii) Z(Ṁ◦) ⊂ H̃π.

Proof. (i) By [5, Lemma 5.4], Uπ
g Hπ

P,t = Hπ
P,t = Hπ

P,tU
π
g for all g ∈ G, all P ∈ P

and all t ∈ Λ′\Λ◦ because g′(t) = 1 for such t. Further, Uπ
g (cI)π = (cI)π = (cI)πUπ

g

for all g ∈ G and all c ∈ C(T) such that supp c ⊂ Λ◦. Since Zπ is a central
subalgebra of Aπ, from these relations it follows by definition of the ideal H̃π that

Uπ
g Hπ = Hπ = HπUπ

g for all g ∈ G and all Hπ ∈ H̃π, (5.16)

which immediately imply (i).
(ii) If H ∈ Z and Hπ ∈ H̃π, then, by definition of H̃π and Theorem 2.3,

(SymH)(ξ, x) :=

{
diag{h(ξ, x), h(ξ, x)} if (ξ, x) ∈ M◦,
02×2 if (ξ, x) ∈ M \M◦,

(5.17)

where h(·, ·) ∈ C(Ṁ) is the Gelfand transform of the coset Hπ. Further, as in [5,
Lemma 9.4(ii)], we deduce from (5.17), [5, Lemma 6.2] and the relations

(cI)πH̃π = (cI)πZπ (c ∈ C(T), supp c ⊂ Λ◦)

that the ideal H̃π is isometrically ∗-isomorphic to the ideal of all continuous func-
tions on the compact Ṁ which vanish on Ṁ \ Ṁ◦. Hence, making use of (5.15),
we obtain (ii). ¤

By analogy with Subsection 5.2, we now consider the C∗-algebra

Ψ̃◦(B◦) := alg
{
Ψ◦(Aπ), Ψ◦(Uπ

g ) : A ∈ A, g ∈ G
} ⊂ B(H◦) (5.18)

generated by the operators

Ψ◦(Aπ) :=
⊕

ξ∈T◦
(SymA)(ξ, ·)I (A ∈ A), Ψ◦(Uπ

g ) := I◦ (g ∈ G), (5.19)

where I◦ is the identity operator on the space H◦ = l2(T◦, L2
2(R)).
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Theorem 5.7. The mapping

Pϕ(Ṁ◦)ϕ
( ∑

g∈F
Aπ

g Uπ
g

)
7→ Ψ◦

( ∑
g∈F

Aπ
g Uπ

g

)
:=

∑
g∈F

Ψ◦(Aπ
g )Ψ◦(Uπ

g ),

(5.20)
where F is a finite subset of G and Ag ∈ A for g ∈ F , extends to an isometric
C∗-algebra homomorphism

Ψ̃◦ : B◦ → B (H◦) , B◦ := Pϕ(Ṁ◦)ϕ(Bπ) 7→ Ψ◦(Bπ) (B ∈ B), (5.21)

where Ψ◦ is a C∗-algebra homomorphism of the C∗-algebra Bπ into B(H◦), and
Ψ◦(Bπ) =

⊕
ξ∈T◦ B◦(ξ, ·)I with B◦(ξ, ·) : R → C2×2 for any B ∈ B. For each

B ∈ B, the operator B◦ ∈ B◦ is invertible on the space Pϕ(Ṁ◦)Hϕ if and only if
the operator Ψ◦(Bπ) ∈ Ψ̃◦(B◦) is invertible on the space l2(T◦, L2

2(R)), that is, if

det (B◦(ξ, x)) 6= 0 for all (ξ, x) ∈ M◦ = T◦ × R. (5.22)

Proof. Fix an operator B =
∑

g∈F AgUg ∈ B, where F is a finite subset of G and
Ag ∈ A for g ∈ F . Then we deduce from (5.20) and (5.19) that

Ψ◦(Bπ) =
∑

g∈F
Ψ◦(Aπ

g )Ψ◦(Uπ
g ) =

∑
g∈F

Ψ◦(Aπ
g ).

Let φ◦ : Aπ → B(H◦) be the restriction of the representation (4.14) to the invariant
subspace H◦ of Hφ. According to Lemma 5.6 (i), for each coset Hπ ∈ H̃π we get
BπHπ ∈ Aπ. Hence, from (4.13), (5.16) and (5.19) it follows that

φ◦(BπHπ) = Ψ◦(Bπ)φ◦(Hπ) for all Hπ ∈ H̃π. (5.23)

Since Ṁ◦ is an open subset of Ṁ and the C∗-algebras ϕ(Aπ) and φ(Aπ) are
isometrically ∗-isomorphic, using Lemma 2.7 we easily conclude that

‖Pϕ(Ṁ◦)ϕ(Aπ)‖B(Hϕ) = ‖Pφ(Ṁ◦)φ(Aπ)‖B(H◦) for all A ∈ A. (5.24)

Consequently, from (5.24) and (5.23) it follows that

‖Pϕ(Ṁ◦)ϕ(BπHπ)‖B(Hϕ) = ‖Ψ◦(Bπ)φ◦(Hπ)‖B(H◦) for all Hπ ∈ H̃π. (5.25)

Since the set Ṁ◦ is open and since Pϕ(Ṁ◦)ϕ(Bπ) = ϕ(Bπ)Pϕ(Ṁ◦), we infer
similarly to the proof of [5, Lemma 3.5] (cf. Lemma 2.7) that

‖Pϕ(Ṁ◦)ϕ(Bπ)‖B(Hϕ) = sup
Zπ∈Z(Ṁ◦)

‖ϕ(BπZπ)‖B(Hϕ), (5.26)

where Z(Ṁ◦) is the set (5.15). Because Z(Ṁ◦) ⊂ H̃π (see Lemma 5.6) and because

Pϕ(Ṁ◦)ϕ(BπZπ) = ϕ(Bπ)Pϕ(Ṁ◦)ϕ(Zπ) = ϕ(BπZπ) for all Zπ ∈ Z(Ṁ◦),

we infer from (5.26) and (5.25) that

‖Pϕ(Ṁ◦)ϕ(Bπ)‖B(Hϕ) = sup
Zπ∈Z(Ṁ◦)

‖Pϕ(Ṁ◦)ϕ(BπZπ)‖B(Hϕ)

= sup
Zπ∈Z(Ṁ◦)

‖Ψ◦(Bπ)φ◦(Zπ)‖B(H◦).
(5.27)
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On the other hand, if τ is the identical representation of the unital C∗-algebra
Ψ̃◦(B◦) given by (5.18) in the Hilbert spaceH◦, then, by (5.19), φ◦(Zπ) is a central
C∗-subalgebra of Ψ◦(B◦) with the same unit, whose maximal ideal space is Ṁ◦.
Since the spectral projection Pτ (Ṁ◦) is the identity operator on Hilbert space H◦
and since Ṁ◦ is an open subset of Ṁ, we conclude from Lemma 2.7 that

‖Ψ◦(Bπ)‖B(H◦) = ‖Pτ (Ṁ◦)Ψ◦(Bπ)‖B(H◦) = sup
Zπ∈Z(Ṁ◦)

‖Ψ◦(Bπ)φ◦(Zπ)‖B(H◦),

which together with (5.27) implies that

‖Pϕ(Ṁ◦)ϕ(Bπ)‖B(Hϕ) = ‖Ψ◦(Bπ)‖B(H◦) (5.28)

for all finite sums Bπ =
∑

g∈F Aπ
g Uπ

g ∈ Bπ with Aπ
g ∈ Aπ. Because the set of

such finite sums is dense in Bπ, we infer from (5.28) that the mapping Ψ◦ given
by (5.19) uniquely extends to a C∗-algebra homomorphism of Bπ into B(H◦) and
the mapping (5.20) uniquely extends to a C∗-algebra isomorphism Ψ̃◦ of B◦ onto
Ψ̃◦(B◦) = Ψ◦(Bπ) by the rule (5.21).

Thus, for every B ∈ B, the operator B◦ := Pϕ(Ṁ◦)ϕ(Bπ) ∈ B◦ is invertible
on the space Pϕ(Ṁ◦)Hϕ if and only if the operator Ψ◦(Bπ) ∈ Ψ◦(Bπ) is invertible
on the space H◦ = l2(T◦, L2

2(R)). Finally, using the Allan-Douglas local principle
(see, e.g., [10, Theorem 1.35]) for the C∗-algebra Ψ̃◦(B◦) = Ψ◦(Bπ) with the
central subalgebra Ψ◦(Zπ) ∼= C(Ṁ◦), we easily infer that the operator Ψ◦(Bπ) is
invertible on the space H◦ if and only if (5.22) holds. ¤

5.4. The C∗-algebra B∞

Finally we arrive to studying the C∗-algebra B∞ ⊂ B(Pϕ(Ṁ∞)Hϕ) given by
(4.19). In contrast to the algebras Barc, BIs and B◦ associated to the open subsets
in decomposition (4.9) of Ṁ, the set Ṁ∞ (see (4.7)) associated to the C∗-algebra
B∞ is closed. Therefore, the study of the algebra B∞ requires a methodology
different of those used for the previous algebras where Lemma 2.7 was crucial.

In this section we will show that for each operator B ∈ B the invertibility of
the operators Barc = Pϕ(Ṁarc)ϕ(Bπ) ∈ Barc and B◦ = Pϕ(Ṁ◦)ϕ(Bπ) ∈ B◦ on
the spaces Pϕ(Ṁarc)Hϕ and Pϕ(Ṁ◦)Hϕ, respectively, implies the invertibility of
the operator B∞ := Pϕ(Ṁ∞)ϕ(Bπ) on the Hilbert space Pϕ(Ṁ∞)Hϕ. To prove
this fact we consider the C∗-algebra B = alg (PSO(T), ST, UG) as the C∗-algebra
B = alg (A, ST) generated by the C∗-subalgebra A = alg (PSO(T), UG) of func-
tional operators and by the Cauchy singular integral operator ST. Writing the
C∗-algebra B in the latter form, we start with establishing a general form of the
operators in B (cf. [5, Theorem 10.3]).

Let H denote the closed two-sided ideal of B generated by all the commutators
aST − STaI with a ∈ PC(T), that is, the closure of the set

H0 :=
{∑n

i=1
BiHiCi : Bi, Ci ∈ B, Hi = aiST − STaiI, ai ∈ PC(T), n ∈ N

}
.
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The ideal H contains the ideal K of all compact operators on L2(T) (see, e.g., [13]).
Consequently, the commutators aST−STaI (a ∈ SO(T)) and UgST−STUg (g ∈ G)
belong to the ideal H (see (2.9) and (4.2)). Thus, for all A ∈ A the commutators
AST − STA are in H.

Let Ã be the C∗-algebra of the 2×2 diagonal matrices with A-valued entries.
Similarly to [5], for the C∗-algebra B we have the following result.

Theorem 5.8. Every operator B ∈ B is uniquely represented in the form

B = A+P+
T + A−P−T + HB , (5.29)

where A± are functional operators in the C∗-algebra A, P±T = (I ± ST)/2 are the
orthogonal projections associated with the Cauchy singular integral operator ST,
HB ∈ H, the mapping B 7→ diag{A+, A−} is a C∗-algebra homomorphism of the
C∗-algebra B onto the C∗-algebra Ã with kernel H, and

‖A±‖ ≤ inf
H∈H

‖B + H‖ ≤ |B| := inf
K∈K

‖B + K‖. (5.30)

Proof. Every operator B̃ ∈ B of the form B̃ =
∑n

i=1 Ti1Ti2 . . . Tiji
, where n, ji ∈ N

and Ti,k are generators of B, is represented in the form (5.29). Thus, the mapping
B 7→ diag{A+, A−}, defined on the generators of the algebra B by

aI 7→ diag{aI, aI}, Ug 7→ diag{Ug, Ug}, ST 7→ diag{I,−I},
is an algebraic homomorphism of the non-closed algebra B0, composed by all
operators B̃, into Ã, and the kernel of this map is contained in H. To complete
the proof, it only remains to show (5.30) for all operators B̃ ∈ B0.

Since the ideal H ⊂ B is generated by the commutators aST − STaI with
a ∈ PC(T) and, according to (2.5),

(Sym(aST − STaI))(ξ,±∞) = 02×2 for all a ∈ PC(T) and all ξ ∈ M(SO(T)),

we infer from (5.9) and (5.19)–(5.20) that for any operator H ∈ H,

π(ξ,±∞)(Harc) = 0 for all (ξ,±∞) ∈ Marc, (5.31)
H◦(ξ,±∞) = 02×2 for all (ξ,±∞) ∈ M◦, (5.32)

where Harc := Pϕ(Ṁarc)ϕ(Hπ) and H◦ := Pϕ(Ṁ◦)ϕ(Hπ). From (2.5) we also
deduce that, for all ξ ∈ M(SO(T)),

(SymP+
T )(ξ, +∞) = diag{1, 0}, (SymP+

T )(ξ,−∞) = diag{0, 1},
(SymP−T )(ξ,−∞) = diag{1, 0}, (SymP−T )(ξ, +∞) = diag{0, 1}. (5.33)

Further, from (5.8)–(5.9), (3.13)–(3.14) and (5.19)–(5.20), (3.11) it follows that

π(ξ,x)(A±arc) = diag
{
A±(ξ,1), A

±
(ξ,0)

}
for all (ξ, x) ∈ Marc, (5.34)

(A±)◦(ξ, x) = diag
{
Â±(ξ, 1), Â±(ξ, 0)

}
for all (ξ, x) ∈ M◦. (5.35)
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Hence, for every operator B̃ = A+P+
T + A−P−T + HB̃ ∈ B0 we deduce from

(5.31)–(5.35) that

π(ξ,±∞)(Barc) = diag
{
A±(ξ,1), A

∓
(ξ,0)

}
for all ξ ∈

⋃
τ∈T\Λ

Mτ (SO(T)), (5.36)

B◦(ξ,±∞) = diag
{
Â±(ξ, 1), Â∓(ξ, 0)

}
for all ξ ∈

⋃
τ∈Λ′

Mτ (SO(T)). (5.37)

Therefore, for every H ∈ H and every ξ ∈ ⋃
τ∈T\Λ Mτ (SO(T)), we obtain

max
{∥∥A±(ξ,1)

∥∥,
∥∥A±(ξ,0)

∥∥} ≤ ∥∥Pϕ(Ṁarc)ϕ(Bπ + Hπ)
∥∥ ≤ ‖B + H‖, (5.38)

and, for every ξ ∈ ⋃
τ∈Λ′ Mτ (SO(T)),

max
{|Â±(ξ, 1)|, |Â±(ξ, 0)|} ≤

∥∥Pϕ(Ṁ◦)ϕ(Bπ + Hπ)
∥∥ ≤ ‖B + H‖. (5.39)

By Lemma 3.2, we obtain

‖A‖ = max
{‖χ◦A‖, ‖χarcA‖, ‖χ∗A‖} for all A ∈ A, (5.40)

where, by Theorems 3.3, 3.4 and the property χ∗A = χ∗ aI (a ∈ PSO(T)),

‖χ◦A‖ = max
(ξ,µ)∈M̃◦

|Â(ξ, µ)|, ‖χarcA‖ = sup
(ξ,µ)∈Rarc

‖A(ξ,µ)‖, ‖χ∗A‖ ≤ max
(ξ,µ)∈M∗

|Â(ξ, µ)|.
(5.41)

Finally, since M̃◦ ∪M∗ is contained in
⋃

τ∈Λ′ Mτ (SO(T))× {0, 1}, we infer from
(5.38)–(5.41) that ‖A±‖ ≤ ‖B + H‖ for all B ∈ B0 and all H ∈ H, which imme-
diately implies (5.30). ¤

Similarly to [5, Lemma 10.5], one can prove the following result.

Lemma 5.9. For every τ ∈ T, Pϕ(Ṁ∞)ϕ(V π
τ ) = 0. Consequently, for all H ∈ H,

Pϕ(Ṁ∞)ϕ(Hπ) = 0. (5.42)

It follows from Lemma 5.9 that if an operator B ∈ B is written in the form
(5.29), then according to (5.42),

B∞ := Pϕ(Ṁ∞)ϕ(Bπ) = Pϕ(Ṁ∞)ϕ((A+P+
T + A−P−T )π), (5.43)

which implies that the operators H ∈ H do not have influence on the operators in
the C∗-algebra B∞. Finally we get the desired result.

Theorem 5.10. If B ∈ B is written in the form (5.29) and the operators

Barc = Pϕ(Ṁarc)ϕ(Bπ) and B◦ = Pϕ(Ṁ◦)ϕ(Bπ)

are invertible on the Hilbert spaces Pϕ(Ṁarc)Hϕ and Pϕ(Ṁ◦)Hϕ, respectively, then
the operator B∞ = Pϕ(Ṁ∞)ϕ(Bπ) is invertible on the Hilbert space Pϕ(Ṁ∞)Hϕ.

Proof. Suppose that the operators Barc and B◦ are invertible on the Hilbert spaces
Pϕ(Ṁarc)Hϕ and Pϕ(Ṁ◦)Hϕ, respectively. Then, by Theorem 5.2, the operators
π(ξ,x)(Barc) are invertible on the Hilbert space l2(G,C2) for all (ξ, x) ∈ Narc

and condition (5.11) is fulfilled. Further, by Theorem 5.7, the matrices B◦(ξ, x)
are invertible for all (ξ, x) ∈ M◦. In particular, the operators π(ξ,±∞)(Barc) are
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invertible on the space l2(G,C2) for all (ξ,±∞) ∈ Rarc (see (3.15)), and B◦(ξ,±∞)
are invertible for all ξ ∈ ⋃

t∈Λ◦ Mt(SO(T)). Hence, from (5.36) it follows that all
the operators A±(ξ,µ) are invertible on the space l2(G) for (ξ, µ) ∈ Rarc and

sup
(ξ,µ)∈Rarc

∥∥(
A±(ξ,µ)

)−1∥∥ < ∞.

On the other hand, we deduce from (5.37) and (5.22) that Â±(ξ, µ) 6= 0 for all
(ξ, µ) ∈ ⋃

t∈Λ◦ Mt(SO(T))×{0, 1}. Then, by Theorem 3.7, the functional operators
A± are invertible on the space L2(T), which implies the invertibility of the opera-
tors A±∞ := Pϕ(Ṁ∞)ϕ((A±)π) on the Hilbert space Pϕ(Ṁ∞)Hϕ. Let (A±∞)−1 be
the inverses of the operators A±∞.

Finally, we only need to observe that the operator

(B∞)−1 := (A+
∞)−1Pϕ(Ṁ∞)ϕ((P+

T )π) + (A−∞)−1Pϕ(Ṁ∞)ϕ((P−T )π)

is the inverse to the operator (5.43). This is a consequence of the equalities

Pϕ(Ṁ∞)ϕ(Aπ)Pϕ(Ṁ∞)ϕ((P±T )π) = Pϕ(Ṁ∞)ϕ((P±T )π)Pϕ(Ṁ∞)ϕ(Aπ) (A ∈ A),

Pϕ(Ṁ∞)ϕ((P+
T )π)Pϕ(Ṁ∞)ϕ((P−T )π) = Pϕ(Ṁ∞)ϕ((P+

T P−T )π) = 0

following from Lemma 5.9. ¤

5.5. Symbol calculus and a Fredholm criterion for the C∗-algebra B

Consider the C∗-algebra B = alg (PSO(T), ST, UG) ⊂ B(L2(T)) and the sets

Narc =
⋃

τ∈Oarc

Mτ (SO(T))× R, ṀIs =
⋃

τ∈Is Λ
Mτ (SO(T))× R,

M◦ =
⋃

τ∈Λ′
Mτ (SO(T))× R,

related to the partition T = Tarc ∪ Is Λ ∪ Λ′, where the set Oarc ⊂ Tarc contains
exactly one point in each orbit defined by the group of shifts G on Tarc = T \ Λ.

For each (ξ, x) ∈ Narc, we introduce the representation

Φξ,x : B → B(l2(G,C2)), B 7→ Φξ,x(B) := π(ξ,x)(Barc) (5.44)

given on the generators of the C∗-algebra B, according to (5.8)–(5.9) and (2.5),
by

[Φξ,x(aI)f ](g) = diag
{
(a ◦ g)(ξ, 1), (a ◦ g)(ξ, 0)

}
f(g),

[Φξ,x(ST)f ](g) =
(

tanh(πx) i/ cosh(πx)
−i/ cosh(πx) − tanh(πx)

)
f(g),

[Φξ,x(Uh)f ](g) = f(gh),

(5.45)

where a ∈ PSO(T), a(ξ, µ) is the value of the Gelfand transform of a at the point
(ξ, µ) ∈ M(PSO(T)), g, h ∈ G, and f ∈ l2(G,C2).

For each (ξ, x) ∈ ṀIs, we introduce the representation

Φξ,x : B → B(C2), B 7→ B◦
t (ξ, x)I, (5.46)
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where t ∈ Is Λ is such that ξ ∈ Mt(SO(T)) and, for all (ξ, x) ∈ Mt(SO(T)) × R,
the 2× 2 matrices B◦

t (ξ, x) are given for the generators of B, according to (5.12)
and Theorem 5.3, by

(aI)◦t (ξ, x) =
(

a(ξ, 1) 0
0 a(ξ, 0)

)
, (ST)◦t (ξ, x) =

(
tanh(πx) i/ cosh(πx)

−i/ cosh(πx) − tanh(πx)

)
,

(Uh)◦t (ξ, x) = diag
{
eix ln h′(t), eix ln h′(t)}, where a ∈ PSO(T), h ∈ G. (5.47)

For each (ξ, x) ∈ M◦, we introduce the representation

Φξ,x : B → B(C2), B 7→ B◦(ξ, x)I, (5.48)

where the 2 × 2 matrices B◦(ξ, x) are given for the generators of B, in view of
(5.19) and Theorem 5.7, by

(aI)◦(ξ, x) =
(

a(ξ, 1) 0
0 a(ξ, 0)

)
, (ST)◦(ξ, x) =

(
tanh(πx) i/ cosh(πx)

−i/ cosh(πx) − tanh(πx)

)
,

(Uh)◦(ξ, x) = diag
{
1, 1

}
, where a ∈ PSO(T), h ∈ G. (5.49)

Combining Theorems 4.2, 5.2, 5.4, 5.7 and 5.10, we get the following criterion.

Theorem 5.11. An operator B ∈ B is Fredholm on the space L2(T) if and only if
the following three conditions are satisfied:

(i) for all (ξ, x) ∈ Narc, the operators Φξ,x(B) are invertible on the space l2(G,C2)
and sup

(ξ,x)∈Narc

∥∥(Φξ,x(B))−1
∥∥ < ∞;

(ii) inf
t∈IsΛ

min
ξ∈Mt(SO(T))

inf
x∈R

∣∣ det(B◦
t (ξ, x))

∣∣ > 0;

(iii) for all (ξ, x) ∈ M◦, det (B◦(ξ, x)) 6= 0.

Consider now the Hilbert space

HΦ :=
⊕

(ξ,x)∈Narc

l2(G,C2)⊕
⊕

(ξ,x)∈ṀIs∪M◦

C2.

Then the mapping

Φ : B → B(HΦ), B 7→ Φ(B) :=
⊕

(ξ,x)∈Narc∪ṀIs∪M◦

Φξ,x(B),

where the operators Φξ,x(B) are given by (5.44)–(5.49), is a representation of the
C∗-algebra B in the Hilbert space HΦ, with Ker Φ = K. Since Bπ ∼= Φ(B), we
may refer the operator function Φ(B) defined on the set Narc ∪ ṀIs ∪ M◦ by
(ξ, x) 7→ Φξ,x(B) to as the symbol of an operator B ∈ B. Hence, Theorem 5.11
can be rewritten in the following form.

Theorem 5.12. An operator B ∈ B is Fredholm on the space L2(T) if and only if
its symbol Φ(B) is invertible, that is, the operator Φ(B) is invertible on the Hilbert
space HΦ.
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