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In this paper we obtain the exact distribution for the likelihood ratio test (l.r.t.) statistics
to test that in a multivariate normal model: i) the mean vector is null and the covariance
matrix is circular, ii) the means in the mean vector are all equal and the covariance matrix
is circular. The authors show that in the first case the exact distribution of the negative
logarithm of the l.r.t. statistic may be written as an infinite mixture of Generalized Near-
Integer Gamma (GNIG) distributions, while in the second case it is a Generalized Integer
Gamma (GIG) distribution. For the first l.r.t. statistic, in which case the exact distribution is
less manageable, it is thus desirable and useful the development of near-exact distributions.
Quite extensive numerical studies and simulations show the very high closeness of these near-
exact distributions to the exact distribution as well as their very good asymptotic properties.
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1. Introduction

Olkin and Press derive in [1] the l.r.t. (likelihood ratio test) statistics to test for
circularity of the covariance matrix in a multivariate normal distribution, as well
as the statistics to test simultaneously for stationarity (of the mean vector) and
circularity of the covariance matrix. We will focus on these latter tests. Olkin and
Press in [1] also obtain the expression of the exact distributions of those statistics
as products of independent Beta r.v.’s (random variables).
We will use these formulations as the basis for our work and we will show how,

working on the c.f. (characteristic function) of the negative logarithm of the l.r.t.
statistic, it is possible to obtain quite simple and manageable closed form ex-
pressions for both the p.d.f. (probability density function) and c.d.f. (cumulative
distribution function) of the statistic to test simultaneously for equal means and
circularity of the covariance matrix. This is done in subsection 2.2. Using a similar
procedure, in subsection 2.1, we will also show how the exact distribution of the
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l.r.t. statistic to test simultaneously the nullity of all means and circularity of the
covariance matrix may be expressed as an infinite mixture of exponentials of GNIG
distributions (see [2] and Appendix A.2 for the GNIG distribution). Then in order
to avoid the difficulties that might arise in practice from the need to truncate these
distributions, we develop in section 3, what we call near-exact distributions for this
l.r.t. statistic. These are asymptotic distributions which besides being asymptotic
for increasing sample sizes, are also asymptotic for increasing number of variables,
laying very close to the exact distribution and matching, by construction, some of
the first exact moments. These near-exact distributions are far more manageable
than the exact distributions and quite easy to implement computationally, allow-
ing for the easy computation of near-exact quantiles and p-values, which being so
close to the exact ones, may, in practice, be used instead of these latter ones. Then
in section 4 we show the results of some numerical studies and simulations, which
show the very good performance of the near-exact distributions developed.

2. Exact Distributions of test statistics

Let X = [X1, ..., Xp]
′ ∼ Np (µ,Σc) , where Σc is circular, that is,

Σc = [σij ] , i, j = 1, ..., p (1)

where

σii=V ar(Xi)=σ2
0, σi,i+k=σi+k,i=Cov(Xi, Xi+k)=σ2

0ρk, (2)

with

ρk=ρp−k=Corr (Xi, Xi+k) , (3)

for i = 1, ..., p ; k = 1, ..., p− i. For example, for p = 6 and p = 7 we have

Σc = σ2
0













1 ρ1 ρ2 ρ3 ρ2 ρ1

ρ1 1 ρ1 ρ2 ρ3 ρ2

ρ2 ρ1 1 ρ1 ρ2 ρ3

ρ3 ρ2 ρ1 1 ρ1 ρ2

ρ2 ρ3 ρ2 ρ1 1 ρ1

ρ1 ρ2 ρ3 ρ2 ρ1 1













, Σc = σ2
0















1 ρ1 ρ2 ρ3 ρ3 ρ2 ρ1

ρ1 1 ρ1 ρ2 ρ3 ρ3 ρ2
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.

These covariance matrices have the property of being symmetric and cyclic.

2.1. Simultaneous test that means are zero and covariance matrix is circular

To test the null hypothesis

H0 : µ = 0, Σ = Σc , (4)
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based on a sample of size n+ 1, the power 2/(n+ 1) of the l.r.t. statistic may be
written [1]

Λ1 = 22(p−m−1)|R|
p
∏

j=1

vjj
vj + wj

, (5)

where R is the sample correlation matrix and m =
⌊p
2

⌋
, with ⌊ · ⌋ denoting the floor

of the argument, that is, the largest integer that does not exceed the argument.
The vj and wj are given by (A1) through (A4) and vjj is the j-th diagonal element
of the matrix V, in Appendix A.
According to Olkin and Press [1], the l.r.t. statistic (5) has the same distribution

as
∏p

j=1 Uj , where the Uj ’s are independently distributed with

Uj ∼







Beta
(
n−j+1

2 , j2

)

, j=1,...,m+1 ;

Beta
(
n−j+1

2 , j+1
2

)

, j=m+2,...,p .
(6)

The c.f. of W1 = −logΛ1 may thus be written as

ΦW1
(t) =

m+1∏

j=1

Γ
(
n+1
2

)
Γ
(
n−j+1

2 − it
)

Γ
(
n−j+1

2

)

Γ
(
n+1
2 − it

) ×
p
∏

j=m+2

Γ
(
n+2
2

)
Γ
(
n−j+1

2 − it
)

Γ
(
n−j+1

2

)

Γ
(
n+2
2 − it

) . (7)

When p is even we have m+ 1 terms in the first product and m− 1 terms in the
second product. In order to have the same number of terms in both products we
write

ΦW1
(t) =

Γ
(
n+1
2

)
Γ
(
n
2 − it

)

Γ
(
n
2

)
Γ
(
n+1
2 − it

) × Γ
(
n+1
2

)
Γ
(
n−1
2 − it

)

Γ
(
n−1
2

)
Γ
(
n+1
2 − it

)

×
m+1∏

j=3

Γ
(
n+1
2

)
Γ
(
n−j+1

2 − it
)

Γ
(
n−j+1

2

)

Γ
(
n+1
2 − it

)

︸ ︷︷ ︸

m−1 terms

×
p
∏

j=m+2

Γ
(
n+2
2

)
Γ
(
n−j+1

2 − it
)

Γ
(
n−j+1

2

)

Γ
(
n+2
2 − it

)

︸ ︷︷ ︸

m−1 terms

,

where the two last products vanish for p < 4.
Using Γ(r + 1) = rΓ(r), the second term in ΦW1

(t) above may be written as

Γ
(
n+1
2

)
Γ
(
n−1
2 − it

)

Γ
(
n−1
2

)
Γ
(
n+1
2 − it

) =
Γ
(
n−1
2 + 1

)
Γ
(
n−1
2 − it

)

Γ
(
n−1
2

)
Γ
(
n−1
2 − it+ 1

) =
n− 1

2

(
n− 1

2
− it

)−1

,

while the two products may be jointly written as

p−1
∏

j=3
step 2

Γ
(
n+1
2

)
Γ
(
n+2
2

)
Γ
(
n−j+1

2 − it
)

Γ
(
n−j
2 − it

)

Γ
(
n−j+1

2

)

Γ
(
n−j
2

)

Γ
(
n+1
2 − it

)
Γ
(
n+2
2 − it

) (p ≥ 4) . (8)

But then, using the duplication formula for the Gamma function

Γ(z) Γ
(
z + 1

2

)
= π

1

2 21−2zΓ(2z)
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we may write (8) as

p−1
∏

j=3
step 2

Γ(n+ 1)Γ(n− j − 2it)

Γ(n− j) Γ(n+ 1− 2it)
(p ≥ 4) ,

which, using

Γ(a+ n)

Γ(a)
=

n−1∏

i=0

(a+ i), a ∈ , n ∈ ,

may finally be written as

p−1
∏

j=3
step 2

j
∏

k=0

(
n− j + k

2

)(
n− j + k

2
− it

)−1

(p ≥ 4) .

Taking any product with an upper limit smaller value than the lower limit as
evaluating to 1, we may thus write,

ΦW1
(t) =

Γ
(
n+1
2

)
Γ
(
n
2 − it

)

Γ
(
n
2

)
Γ
(
n+1
2 − it

) × n− 1

2

(
n− 1

2
− it

)−1

×
p−1
∏

j=3
step 2

j
∏

k=0

(
n− j + k

2

)(
n− j + k

2
− it

)−1

,

or

ΦW1
(t) =

Γ
(
n+1
2

)
Γ
(
n
2 − it

)

Γ
(
n
2

)
Γ
(
n+1
2 − it

) ×
p−1
∏

j=0

(
n− j

2

)rj (n− j

2
− it

)−rj

, (9)

where

rj =







p−2
2 , j=0 ;

p−2
2 + 1, j=1 ;

p−2
2 −

⌊
|j−2|
2

⌋

, j=2,...,p-1 .

(10)

This shows that the exact distribution of W1 is, for even p, the distribution of
the sum of p independent Gamma r.v.’s with shape parameters rj ∈ , given by

(10), and rate parameters n−j
2 (j = 0, . . . , p− 1), which is a GIG distribution with

depth p (see [3] and Appendix A.2 for the GIG distribution), plus an independent
Logbeta r.v. with parameters n

2 and 1
2 .

When p is odd we have m+ 1 terms in the first product in (7) and m terms in
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the second product, so that we may write

ΦW1
(t) =

Γ
(
n+1
2

)
Γ
(
n
2 − it

)

Γ
(
n
2

)
Γ
(
n+1
2 − it

)

×
m+1∏

j=2

Γ
(
n+1
2

)
Γ
(
n−j+1

2 − it
)

Γ
(
n−j+1

2

)

Γ
(
n+1
2 − it

)

︸ ︷︷ ︸

m terms

×
p
∏

j=m+2

Γ
(
n+2
2

)
Γ
(
n−j+1

2 − it
)

Γ
(
n−j+1

2

)

Γ
(
n+2
2 − it

)

︸ ︷︷ ︸

m terms

.

Following a similar procedure to the one used in the case where p was even, we
obtain

ΦW1
(t) =

Γ
(
n+1
2

)
Γ
(
n
2 − it

)

Γ
(
n
2

)
Γ
(
n+1
2 − it

) ×
p−1
∏

j=2
step 2

j
∏

k=0

(
n− j + k

2

)(
n− j + k

2
− it

)−1

or

ΦW1
(t) =

Γ
(
n+1
2

)
Γ
(
n
2 − it

)

Γ
(
n
2

)
Γ
(
n+1
2 − it

) ×
p−1
∏

j=0

(
n− j

2

)rj (n− j

2
− it

)−rj

(11)

with

rj =
p− 1

2
−
⌊ |j − 1|

2

⌋

, j = 0, ..., p− 1. (12)

The exact distribution of W1, is thus, for odd p, the sum of p independent Gamma
random variables with shape parameters rj ∈ , given by (12), and rate parameters
n−j
2 (j = 0, . . . , p− 1), which is a GIG r.v. with depth p, plus an independent

Logbeta r.v. with parameters n
2 and 1

2 .
Using the results in Appendix B.1 we may thus write the c.f. of W1 as

ΦW1
(t) =

{
∞∑

k=0

p∗k

(n

2

) 1

2
+k (n

2
− it

)−( 1

2
+k)

}

×







p−1
∏

j=0

(
n− j

2

)rj (n− j

2
− it

)−rj







=

∞∑

k=0

p∗k

p−1
∏

j=0

(
n− j

2

)r∗j
(
n− j

2
− it

)−r∗j

(13)
with

r∗j =

{

r0 +
1
2 + k j = 0

rj j = 1, . . . , p− 1 ,
(14)

where r0, . . . , rp−1 are given by (10) for even p and (12) for odd p, and p∗k =
Γ(n+1

2
)

Γ(n

2
)

pk( 1

2
)

(n

2
)

1
2
+k
, where pk

(
1
2

)
is given by (B3) and (B4) in Appendix B.1, with

a = n
2 and b = 1

2 .
This shows that the exact distribution of W1 is an infinite mixture of GNIG
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distributions of depth p, with weights p∗k, with p.d.f. and c.d.f. given by

fW1
(w) =

∞∑

k=0

p∗k f
GNIG

(

w
∣
∣
∣ r1, . . . , rp−1; r0 +

1

2
+ k;

n− 1

2
, . . . ,

n−(p−1)

2
;
n

2
; p

)

and

FW1
(w) =

∞∑

k=0

p∗k F
GNIG

(

w
∣
∣
∣ r1, . . . , rp−1; r0 +

1

2
+ k;

n− 1

2
, . . . ,

n−(p−1)

2
;
n

2
; p

)

.

Thus the exact p.d.f. and c.d.f. of Λ1 are

fΛ1
(ℓ) =

∞∑

k=0

p∗k f
GNIG

(

− log ℓ
∣
∣
∣ r1, . . . , rp−1; r0 +

1

2
+ k;

n− 1

2
, . . . ,

n− (p− 1)

2
;
n

2
; p

)
1

ℓ

and

FΛ1
(ℓ) =

∞∑

k=0

p∗k

{

1− FGNIG

(

− log ℓ
∣
∣
∣ r1, . . . , rp−1; r0 +

1

2
+ k;

n− 1

2
, . . . ,

n− (p− 1)

2
;
n

2
; p

)}

.

2.2. Simultaneous test that means are equal and covariance matrix is

circular

Let

µ = [µ1, . . . , µp]
′ .

To test the null hypothesis

H0 : µ1 = ... = µp; Σ = Σc ,

based on a sample of size n+ 1, the power 2/(n+ 1) of the l.r.t. statistic may be
written [1],

Λ2 = 22(p−m−1)|R|
p
∏

j=2

vjj
vj + wj

, (15)

where, as in (5), the vj and wj are given by (A1) through (A4) and vjj is the j-th
diagonal element of the matrix V, in Appendix A (we may note that there is a
small typo in the original paper where vjj is written vj).
The statistic Λ2 in (15) has the same distribution of

∏p
j=2 Uj , where the Uj ’s are

the same as in (6).
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Following the development of section (2.1) we obtain for even p

ΦW2
(t) =

p−1
∏

j=0

(
n− j

2

)rj (n− j

2
− it

)−rj

,

with the rj given by (10). The exact distribution of W2, for even p, is thus the same
as the distribution of the sum of p independent Gamma r.v.’s with shape parameters
rj ∈ , given by (10), and rate parameters n−j

2 (j = 0, . . . , p− 1), which is a GIG
distribution with depth p, with the above shape and rate parameters.
For odd p we have the rj given by (12). This shows that in this case, the exact

distribution of W2 is the same as the distribution of the sum of p independent
Gamma random variables with shape parameters rj ∈ , given by (12), and rate

parameters n−j
2 (j = 0, . . . , p− 1), which is once again a GIG distribution with

depth p, with the above shape and rate parameters.
Using the notation in Appendix B, the exact p.d.f. and c.d.f. of W2 and Λ2 are

thus

fW2
(w) = fGIG

(

w|r0, . . . , rp−1;
n

2
, . . . ,

n− p+ 1

2
; p

)

,

FW2
(w) = FGIG

(

w|r0, . . . , rp−1;
n

2
, . . . ,

n− p+ 1

2
; p

)

and

fΛ2
(ℓ) = fGIG

(

− log ℓ|r0, . . . , rp−1;
n

2
, . . . ,

n− p+ 1

2
; p

)
1

ℓ
, (16)

FΛ2
(ℓ) = 1− FGIG

(

− log ℓ|r0, . . . , rp−1;
n

2
, . . . ,

n− p+ 1

2
; p

)

, (17)

with r0, . . . , rp−1 given by (10) for even p and by (12) for odd p, and where w and
ℓ denote respectively the running values of W2 and Λ2.
These results match the ones in [5]. They also allow for a very efficient and

simple computation of quantiles. Some quite extensive tables of exact quantiles are
shown in Appendix C. Computing times for these quantiles vary from less than a
millisecond to about 15 or 16 milliseconds for p ranging from 3 to 9 and from 15
or 16 milliseconds to around 30 milliseconds for the larger sample sizes for p = 9
and p = 10. For p = 14 quantiles are obtained respectively in less than 2 tenths of
a second and for p = 16 in around 3 tenths of a second. For p = 20 and 25 in little
over half of a second, and in less than a second to about a second for p = 30, and
in 6-8.5 seconds for p = 50. These computing times were obtained with version 5.2
of Mathematica as the only software running on an Intel P8700 processor running
at 2.53 GHz, with 4GB of RAM, running the Windows 7 Home Premium 64-bit
operating system.
In Appendix D are provided Mathematica modules to compute the exact p.d.f.

and c.d.f. of Λ2. With the module used to compute the c.d.f. we may also easily
compute the exact quantiles for Λ2. An example of a command that may be used
for such computation is also provided in Appendix D.
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In Figure 1 we may observe a few plots of exact p.d.f.’s and c.d.f.’s of Λ2, obtained
with the modules in Appendix D.

0.2 0.4 0.6 0.8 1

2

4

6

8

0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1

Figure 1 – Plots of exact p.d.f.’s (on the left) and c.d.f.’s (on the right) of Λ2 for
p = 5 and sample sizes of 9, 10, 15, 25, 50 and 100 for modes of p.d.f.’s and
c.d.f.’s ranging from left to right.

3. Near-exact distributions for the l.r.t. statistics in subsection 2.1

From (13) in subsection 2.1, we will take

Φ∗
W1

(t) =
s∑

k=0

p∗∗k

p−1
∏

j=0

(
n− j

2

)r∗j
(
n− j

2
− it

)−r∗j

(18)

as near-exact c.f. of W1, where the p
∗∗
k , k = 0, . . . , s−1, are obtained as the solution

of the system of s equations

∂k+1

∂tk+1

Γ
(
n+1
2

)
Γ
(
n
2 − it

)

Γ
(
n
2

)
Γ
(
n+1
2 − it

)

∣
∣
∣
∣
∣
t=0

=
∂k+1

∂tk+1

s∑

k=0

p∗∗k

(n

2

) 1

2
+k (n

2
− it

)−( 1

2
+k)

∣
∣
∣
∣
∣
t=0

,

k = 0, . . . , s− 1 ,

and

p∗∗s = 1−
s−1∑

k=0

p∗∗k .

This way, Φ∗
W1

(t) in (18) will equate the first s derivatives of ΦW1
(t), that is,

the exact c.f. of W1, at t = 0, or, in other words, the near-exact distribution
corresponding to Φ∗

W1
(t) in (18) will equate the first s exact moments of W1. This

distribution will be a finite mixture of s + 1 GNIG distributions of depth p, each
one of them with rate parameters n−j

2 (j = 0, . . . , p− 1) and shape parameters r∗j,k
given by (14).
The near-exact distributions built using the above procedure, will yield for W1

near-exact distributions which are finite mixtures of s + 1 GNIG distributions of
depth p, with p.d.f.’s and c.d.f.’s respectively of the form

fW1
(w) =

s∑

k=0

p∗∗k fGNIG

(

w
∣
∣
∣ r1, . . . , rp−1; r0 +

1

2
+ k;

n− 1

2
, . . . ,

n−(p−1)

2
;
n

2
; p

)
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and

FW1
(w) =

s∑

k=0

p∗∗k FGNIG

(

w
∣
∣
∣ r1, . . . , rp−1; r0 +

1

2
+ k;

n− 1

2
, . . . ,

n−(p−1)

2
;
n

2
; p

)

,

and for Λ1, p.d.f.’s and c.d.f.’s of the form

fΛ1
(ℓ) =

s∑

k=0

p∗∗k fGNIG

(

− log ℓ
∣
∣
∣ r1, . . . , rp−1; r0 +

1

2
+ k;

n− 1

2
, . . . ,

n− (p− 1)

2
2;

n

2
; p

)
1

ℓ

and

FΛ1
(ℓ) =

s∑

k=0

p∗∗k

{

1− FGNIG

(

− log ℓ
∣
∣
∣ r1, . . . , rp−1; r0 +

1

2
+ k;

n− 1

2
, . . . ,

n− (p− 1)

2
;
n

2
; p

)}

.

In the next section some numerical studies are performed in order to assess
the performance and the closeness of these near-exact distributions to the exact
distribution.

4. Simulations and numerical studies

Since in the multivariate setting we are working the alternatives which might be
considered to the null hypothesis in (4) are so vast and also since our aim is not
to compare the performance of different tests neither to assess the performance
of the test under study, for whose statistic we developed near-exact distributions,
but rather to assess the performance of these near-exact distributions, we will
not undertake any power studies but we will rather carry out some numerical
studies and simulations in order to have a fine assessment of the performance and
advantages of the near-exact distributions developed in this paper for the statistic
Λ1 in (5). Anyway, we may note that the distributions in [6] may be seen as non-
null distributions for Λ1, under a broad alternative to H0 in (4) which would be
stated as

H1 : Σ = Σc (and any µ∈ p) .

4.1. Asymptotic distribution for W1 = − log Λ1

We will use the Box-style asymptotic distribution in Section 5.1 of [1] as a com-
parison basis for the near-exact distributions developed for Λ1. For W1 = − log Λ1

this asymptotic distribution yields, for a sample of size N = n+ 1,

P
(

−2ρ log Λ
N/2
1 ≤ z

)

= P (NρW1 ≤ z)

= (1 + w)P
(

χ2
f ≤ z

)

+ wP
(

χ2
f+4 ≤ z

)

+O(N−3) ,

(19)
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so that it yields for W1 the Box-style asymptotic c.f.

Φ
Box

W1
(Nρt) = (1 + w)

(
1

2

)f/2(1

2
− it

)−f/2

− w

(
1

2

)2+f/2(1

2
− it

)−2−f/2

or

Φ
Box

W1
(t) = (1 + w)

(
1
2

)f/2
(
1
2 − i t

Nρ

)−f/2
− w

(
1
2

)2+f/2
(
1
2 − i t

Nρ

)−2−f/2

= (1 + w)
(
Nρ
2

)f/2 (
Nρ
2 − it

)−f/2
− w

(
Nρ
2

)2+f/2 (
Nρ
2 − it

)−2−f/2
(20)

which is the c.f. of a mixture of two Gamma distributions, the first one with weight
1+w and shape parameter equal to f/2 and the second one with weight w and shape
parameter 2+f/2, both with rate parameter Nρ/2. Concerning the expressions for
the parameters ρ, f and w we will derive them from the foundational expressions
in order to be able to deal with some typos in [1]. In (20), we have

f = 2

p
∑

j=1

(ηj − ξj) = p−m− 1 +
p(p+ 1)

2
, m = ⌊p/2⌋ ,

ρ = 1− 2b

N

and

w = 1

6(N

2
−b)

2

p∑

j=1
{B3(b+ ξj)−B3(b+ ηj)}

= 1

6(N

2
−b)

2

[
p∑

j=1

{

B3

(

b− j
2

)

−B3(b)
}

− (p−m− 1)
(
B3

(
b+ 1

2

)
−B3(b)

)

]

= a0 + a1b+ a2b
2

with

η1 = · · · = ηm+1 = 0 , ηm+2 = · · · = ηp =
1

2
,

ξj = − j

2
, j = 1, . . . , p ,

b =
1

2
+

1

f

p
∑

j=1

(
ξ2j − η2j

)
=

1

24f
{p(p+ 1)(2p+ 7) + 6(p−m− 1)} ,

B3(z) =
1

2

(
2z3 − 3z2 + z

)
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and

a0 = − 3
16p(p+ 1)− 5

32p
2(p+ 1)− 1

32p
3(p+ 1)

= −p(p+ 1)(p2 + 5p+ 6) 1
32

a1 =
7
8p(p+ 1) + 1

4p
2(p+ 1) + 3

4(p−m− 1) = 3bf

a2 = −3
4p(p+ 1)− 3

2(p−m− 1) = −3
2f ,

so that we may write

w = a0 + 3b2f − 3
2fb

2

= a0 +
3
2b

2f

= −p(p+ 1)(p2 + 5p+ 6)/32 + 3b2f/2 .

However, as we will see in the next subsection, the bound in (19) is usually not
met even for quite large sample sizes, and the situation worsens when the dimension
(p) increases.

4.2. A proximity measure between distributions based on c.f.’s

In order to better address and study the proximity between distributions in cases
where we have both c.f.’s available but at least one of the c.d.f.’s is not available or
at least not available in a precise and easily computable form, as it happens when
comparing the exact distribution with a near-exact or asymptotic distribution, we
will use the measure

∆ =
1

2π

∫ +∞

−∞

∣
∣
∣
∣

ΦW (t)− Φ∗
W (t)

t

∣
∣
∣
∣
dt (21)

with

max
w

|FW (w)− F ∗
W (w)| , (22)

where ΦW (t) represents the exact c.f. ofW and Φ∗
W (t) the asymptotic or near-exact

c.f., and FW ( · ) represents the exact c.d.f. of W and F ∗
W ( · ) the c.d.f. corresponding

to Φ∗
W (t).

From both (21) and (22) it is clear that better approximations to the exact
distribution will yield smaller values of ∆.
The values of ∆ in Table 1 were computed using (7) for the exact c.f. of W1 =

− log Λ1, (20) for the asymptotic and (18), with s = 2, 4, 6, 10, for the near-exact
c.f..
We may see how the values of ∆ in Table 1 show that the near-exact distributions

besides having a much better performance than the asymptotic distribution they
are indeed asymptotic not only for increasing sample size but also for increasing
number of variables, of course with the ones that match a larger number of exact
moments displaying a much better performance. The asymptotic character of the
near-exact distributions seems to be even more accentuated for larger values of s,
that is, for larger values of the number of exact moments matched.
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Table 1 – Values of the measure ∆ for the asymptotic and near-exact distri-
butions for the statistic Λ1, for different values of p and N .

Near-exact distributions
p N Box number of exact moments equated

2 4 6 10

5 5 1.22×10−1 8.12×10−7 1.07×10−9 6.76×10−11 1.25×10−13

10 3.42×10−3 3.58×10−7 6.66×10−10 1.20×10−12 3.28×10−15

50 1.18×10−5 4.36×10−9 5.47×10−13 2.34×10−16 3.24×10−22

100 1.35×10−6 5.63×10−10 1.81×10−14 2.02×10−18 2.26×10−25

10 10 3.49×10−1 9.41×10−9 2.22×10−12 4.13×10−16 8.61×10−20

50 2.26×10−4 6.32×10−10 2.58×10−14 4.00×10−18 9.17×10−25

100 2.28×10−5 8.71×10−11 9.52×10−16 4.02×10−20 8.08×10−28

200 2.59×10−6 1.14×10−11 3.20×10−17 3.48×10−22 4.82×10−31

15 15 5.78×10−1 6.67×10−10 3.20×10−14 4.55×10−18 5.60×10−24

50 1.45×10−3 1.78×10−10 3.25×10−15 2.31×10−19 1.21×10−26

100 1.25×10−4 2.64×10−11 1.35×10−16 2.77×10−21 1.41×10−29

200 1.32×10−5 3.55×10−12 4.79×10−18 2.58×10−23 9.44×10−33

20 20 7.89×10−1 1.03×10−10 1.50×10−15 7.94×10−20 2.60×10−27

50 6.21×10−3 6.82×10−11 6.65×10−16 2.56×10−20 4.00×10−28

100 4.39×10−4 1.10×10−11 3.21×10−17 3.76×10−22 6.49×10−31

200 4.26×10−5 1.53×10−12 1.20×10−18 3.78×10−24 4.93×10−34

4.3. Simulation studies and simulation-related results

Although once obtained the results in Table 1 there is indeed not much more left
to be looked upon, we still undertook a quite extensive simulation study to try
to better assess some fine details pertaining to the performance of the near-exact
distributions, mainly in comparison with the asymptotic distribution in [1].
For each combination of values of p and N in Table 1 we obtained a pseudo-

random sample of size 2×106 from the distribution of Λ1, generated directly from
the distribution of the r.v.’s Uj (j = 1, . . . , p) in (6).
Then, on the left hand side of Figures 2-5 we have, for the two smaller sample

sizes considered for each value of p in Table 1, the superimposed plots of the relative
frequency histograms of the pseudo-random sample and the p.d.f.’s of the asymp-
totic and the near-exact distribution for s = 2, that is, the near-exact distribution
that matches only two exact moments, while on the right hand side of the same
Figures we have the superimposed plots of the cumulative frequency histograms of
the simulated data and the c.d.f.’s of the asymptotic and near-exact distribution
for s = 2.
In Figures 2-5 we may see, for all cases, the very good agreement between the

histograms from the simulated data and both the p.d.f’s and c.d.f.’s for the near-
exact distributions that match 2 exact moments, while for the smaller sample
sizes the agreement of the asymptotic p.d.f. and c.d.f. is not good at all, with a
clear worsening of the approximation, for a given sample size, when the number
of variables involved (p) increases. Actually on some of the plots the asymptotic
p.d.f. has so low values that this p.d.f. is almost not visible.
Although for the larger sample sizes the agreement of the plots of the asymptotic

distribution may seem to be almost perfect, indeed this is not quite the case, as it
may be shown by more detailed studies.
This way, in order to be able to have a more detailed evaluation of the behavior

of the asymptotic and near-exact distributions, namely in terms of quantiles, we
have decided to compute for each combination of p and n in Table 1 the simulated,
the asymptotic and the near-exact 0.05 and 0.01 quantiles and then analyze the
value given by the exact c.d.f. for each of these quantiles.
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Figure 2 – Plots of the histograms obtained from simulated data and the asymptotic
(- - - -) and near-exact (——) p.d.f.’s (on the left) and c.d.f.’s (on the right) for
p=5.
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Figure 3 – Plots of the histograms obtained from simulated data and the asymptotic
(- - - -) and near-exact (——) p.d.f.’s (on the left) and c.d.f.’s (on the right) for
p=10.
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Figure 4 – Plots of the histograms obtained from simulated data and the asymptotic
(- - - -) and near-exact (——) p.d.f.’s (on the left) and c.d.f.’s (on the right) for
p=15.
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Figure 5 – Plots of the histograms obtained from simulated data and the asymptotic
(- - - -) and near-exact (——) p.d.f.’s (on the left) and c.d.f.’s (on the right) for
p=20.

The results are summarized in Tables 2 and 3 where we have respectively the
values of the differences between 0.05 and 0.01 and the left tail probability values
given by the exact c.d.f. on the corresponding quantiles quantiles obtained from the
simulated values, the asymptotic distribution in [1] and the near-exact distributions
proposed in this paper, for s = 2, 4, 6 and 10 exact moments matched.
We may see how the asymptotic distribution performs quite poorly for the smaller

sample sizes, with the quantiles from the simulated pseudo-random samples with
a much better performance than the asymptotic quantiles in these cases. Anyway,
even the quantiles from the near-exact distribution which equates only two exact
moments show a remarkably better performance than both the asymptotic and
simulation quantiles, so that in cases where some further precision is needed the
near-exact distributions may be used with great advantage, moreover since, as we
will better see ahead, they even present a good advantage from the point of view
of computing times.
In order to be able to achieve the necessary precision the values for the exact

c.d.f. of Λ1 had to be computed through the use of the inversion formula

FΛ1
(z) =

1

2
− 1

π

∫ +∞

0
Im

(
zit

t
ΦW1

(t)

)

dt (23)

which is derived from the inversion formulas in [7] and where W1 = − log Λ1.
Furthermore, in (23), the expression that has to be used for ΦW (t) is the one in

(9) or (11) and not the one in (7). Anyway, the computation time and the correct
handling of precision will always remain as issues that will render not feasible the
computation of exact quantiles with the required precision.
In Tables 4-7 are displayed the 0.05 and 0.01 quantiles for Λ1 for all the combi-

nations of values of p and n used in Table 1. Given that clearly as the number of
exact moments matched by the near-exact distributions increases, the near-exact
distributions converge to the exact distribution, the quantiles given by the near-
exact distributions that match 11 exact moments were used as a benchmark. Then,
the values of the quantiles shown in the Tables are rounded till at most one non-
conforming digit shows up. That is, if the last digit of a given quantile agrees with
more precise quantiles, it means that it was originated from rounding off. For the
asymptotic quantiles, in cases in which they do not even match the first significant
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digit, two non-conformable digits are shown, in order to allow for an easier reading
of the value.

Table 2 – Absolute value of the differences between 0.05 and the left tail probability given by
the exact distribution for the simulated, asymptotic and near-exact quantiles for Λ1.

Near-exact distributions
p n Simul. Box number of exact moments equated

2 4 6 10

5 5 3.14×10−5 8.85×10−2 1.06×10−7 2.09×10−11 5.23×10−13 6.45×10−16

10 3.08×10−5 2.15×10−3 4.67×10−8 9.49×10−11 2.19×10−13 7.80×10−16

50 2.98×10−5 6.12×10−6 1.36×10−10 3.42×10−14 6.54×10−17 5.67×10−23

100 1.02×10−4 6.68×10−7 1.14×10−11 1.54×10−15 6.25×10−19 2.91×10−26

10 10 1.20×10−4 2.74×10−1 1.57×10−9 7.17×10−14 8.61×10−18 3.08×10−22

50 3.80×10−4 1.10×10−4 1.49×10−10 8.61×10−15 1.24×10−18 5.21×10−26

100 8.73×10−5 9.98×10−6 1.97×10−11 3.04×10−16 1.14×10−20 3.44×10−28

200 5.76×10−5 1.05×10−6 2.52×10−12 9.95×10−18 9.33×10−23 4.18×10−32

15 15 3.89×10−5 4.83×10−1 1.26×10−10 1.12×10−15 1.54×10−19 2.63×10−27

50 1.49×10−4 7.40×10−4 5.53×10−11 1.43×10−15 1.04×10−19 5.04×10−27

100 2.61×10−4 5.61×10−5 7.99×10−12 6.25×10−17 1.27×10−21 5.83×10−30

200 1.35×10−4 5.28×10−6 1.06×10−12 2.10×10−18 1.19×10−23 3.78×10−33

20 20 7.59×10−5 6.70×10−1 2.11×10−11 5.80×10−17 3.34×10−21 2.37×10−30

50 1.40×10−4 3.26×10−3 2.36×10−11 3.14×10−16 1.16×10−20 1.49×10−28

100 1.81×10−4 2.10×10−4 3.75×10−12 1.54×10−17 1.83×10−22 2.97×10−31

200 3.54×10−5 1.77×10−5 5.16×10−13 5.78×10−19 1.88×10−24 2.38×10−34

Table 3 – Absolute value of the differences between 0.01 and the left tail probability given by
the exact distribution for the simulated, asymptotic and near-exact quantiles for Λ1.

Near-exact distributions
p n Simul. Box number of exact moments equated

2 4 6 10

5 5 1.18×10−4 4.84×10−2 3.25×10−8 6.42×10−12 3.45×10−13 8.00×10−17

10 7.61×10−6 8.87×10−4 6.65×10−8 8.88×10−11 4.00×10−14 2.98×10−16

50 6.07×10−5 2.29×10−6 9.45×10−10 1.16×10−13 4.14×10−17 1.78×10−23

100 1.02×10−4 2.44×10−7 1.23×10−10 3.88×10−15 3.52×10−19 1.96×10−26

10 10 1.80×10−5 1.79×10−1 4.62×10−10 2.82×10−14 4.10×10−19 4.66×10−23

50 9.30×10−5 3.82×10−5 1.68×10−10 5.10×10−15 5.49×10−19 1.27×10−25

100 3.21×10−5 3.32×10−6 2.36×10−11 2.05×10−16 6.68×10−21 1.49×10−28

200 8.09×10−6 3.38×10−7 3.11×10−12 7.13×10−18 6.25×10−23 9.87×10−32

15 15 3.32×10−5 3.60×10−1 3.76×10−11 5.49×10−16 1.56×10−20 3.43×10−27

50 1.46×10−4 2.55×10−4 4.88×10−11 4.64×10−16 7.77×10−21 1.07×10−27

100 1.26×10−4 1.85×10−5 7.44×10−12 2.24×10−17 1.27×10−22 5.68×10−31

200 2.32×10−5 1.66×10−6 1.01×10−12 8.40×10−19 1.58×10−24 1.37×10−34

20 20 9.59×10−5 5.60×10−1 6.37×10−12 3.07×10−17 3.43×10−22 2.11×10−30

50 9.40×10−5 1.11×10−3 1.88×10−11 6.95×10−17 1.55×10−21 7.34×10−29

100 6.68×10−5 6.98×10−5 3.15×10−12 4.15×10−18 1.16×10−23 1.10×10−31

200 2.09×10−4 5.60×10−6 4.43×10−13 1.68×10−19 6.16×10−26 7.68×10−35

We may see how for both quantiles, for a given p, as the sample size increases,
the number of correct digits increases for both the asymptotic and the near-exact
quantiles, with a much more pronounced progression for the near-exact quantiles.
However, for any given sample size, the near-exact quantiles, opposite to the asymp-
totic quantiles, as p increases, they match more correct digits.
The asymptotic and simulated quantiles exchange positions in the precision scale

when the sample size increases, with the simulated quantiles showing a better pre-
cision than the asymptotic for small sample sizes and vice-versa for larger sam-
ple sizes. Anyway, the near-exact quantiles, even for only s = 2 exact moments
matched, always show a much better performance than both the simulated and
the asymptotic quantiles, what actually is in complete accordance with the values
of the measure ∆ in Table 1.
For all values of p, the asymptotic quantiles do not even match a single significant

digit for the smaller sample sizes, that is when the sample size only exceeds p by 1.
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For p = 20, even for quite large sample sizes, it seems that it starts becoming
hard for the asymptotic quantiles to compete with the simulated ones, but there
is absolutely no problem with the near-exact quantiles, which, as expected, even
show an asymptotic behavior for increasing p.

Table 4 – 0.05 and 0.01 asymptotic, simulated and near-exact quantiles of Λ1 for p = 5.

p=5 n=5 0.05 0.01

Asymptotic 10−5
× 0.1 0.02

Simulated 10−5
× 1.336 0.052

Near-exact 2 10−5
× 1.33423 0.050631

Near-exact 4 10−5
× 1.334235223 0.05063108169

Near-exact 6 10−5
× 1.33423522396 0.050631081622

Near-exact 10 10−5
× 1.33423522393393 0.0506310816254121

p=5 n=10 0.05 0.01

Asymptotic 10−2
× 3.48 1.7

Simulated 10−2
× 3.408 1.637

Near-exact 2 10−2
× 3.407284 1.63722

Near-exact 4 10−2
× 3.407285595 1.637220093

Near-exact 6 10−2
× 3.40728559796 1.637220099132

Near-exact 10 10−2
× 3.40728559796347 1.63722009913482

p=5 n=50 0.05 0.01

Asymptotic 10−1
× 5.65526 5.

Simulated 10−1
× 5.655 5.0

Near-exact 2 10−1
× 5.655206550 5.013889

Near-exact 4 10−1
× 5.6552065509427 5.0138894761

Near-exact 6 10−1
× 5.6552065509423699 5.01388947613679

Near-exact 10 10−1
× 5.655206550942369273597 5.013889476136786005098

p=5 n=100 0.05 0.01

Asymptotic 10−1
× 7.555575 7.121559

Simulated 10−1
× 7.556 7.124

Near-exact 2 10−1
× 7.5555711581 7.121553347

Near-exact 4 10−1
× 7.55557115821431 7.1215533496785

Near-exact 6 10−1
× 7.55557115821430118 7.12155334967862291

Near-exact 10 10−1
× 7.5555711582143011797944934 7.121553349678622923375119

Table 5 – 0.05 and 0.01 asymptotic, simulated and near-exact quantiles of Λ1 for p = 10.

p=10 n=10 0.05 0.01

Asymptotic 10−6
× 3.3 0.8

Simulated 10−8
× 4.53 0.167

Near-exact 2 10−8
× 4.5097776 0.16639781

Near-exact 4 10−8
× 4.50977794422 0.166397821368

Near-exact 6 10−8
× 4.509777944229099 0.16639782136722444

Near-exact 10 10−8
× 4.50977794422909771042 0.166397821367224422478

p=10 n=50 0.05 0.01

Asymptotic 10−1
× 1.879 1.541

Simulated 10−1
× 1.88 1.542

Near-exact 2 10−1
× 1.878800272 1.54041369

Near-exact 4 10−1
× 1.87880027252870 1.5404136916555

Near-exact 6 10−1
× 1.878800272528748910 1.54041369165560216

Near-exact 10 10−1
× 1.8788002725287489168299893 1.540413691655602168398140

p=10 n=100 0.05 0.01

Asymptotic 10−1
× 4.4667 4.05969

Simulated 10−1
× 4.467 4.06

Near-exact 2 10−1
× 4.4666755382 4.0596144772

Near-exact 4 10−1
× 4.466675538319666 4.05961447773410

Near-exact 6 10−1
× 4.46667553831966816881 4.0596144777341041323

Near-exact 10 10−1
× 4.466675538319668168873947279 4.05961447773410413247304018

p=10 n=200 0.05 0.01

Asymptotic 10−1
× 6.729257 6.42063

Simulated 10−1
× 6.7295 6.4205

Near-exact 2 10−1
× 6.72925224163 6.4206280670

Near-exact 4 10−1
× 6.7292522416411725 6.4206280670218228

Near-exact 6 10−1
× 6.729252241641172518157 6.42062806702182288915

Near-exact 10 10−1
× 6.7292522416411725181571225656638 6.420628067021822889150043484803
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Table 6 – 0.05 and 0.01 asymptotic, simulated and near-exact quantiles of Λ1 for p = 15.

p=15 n=15 0.05 0.01

Asymptotic 10−8
× 7.6 2.3

Simulated 10−10
× 1.917 0.0691

Near-exact 2 10−10
× 1.91996585 0.0695434543

Near-exact 4 10−10
× 1.9199658564262 0.06954345480219

Near-exact 6 10−10
× 1.91996585642633442 0.06954345480218604

Near-exact 10 10−10
× 1.91996585642633440867788 0.06954345480218603983079169

p=15 n=50 0.05 0.01

Asymptotic 10−2
× 3.2 2.4

Simulated 10−2
× 3.19 2.4

Near-exact 2 10−2
× 3.189503691 2.399300804

Near-exact 4 10−2
× 3.18950369130166 2.39930080592976

Near-exact 6 10−2
× 3.189503691301678567 2.3993008059297794214

Near-exact 10 10−2
× 3.1895036913016785686315705 2.39930080592977942147559216

p=15 n=100 0.05 0.01

Asymptotic 10−1
× 1.97 1.7237

Simulated 10−1
× 1.9690 1.722

Near-exact 2 10−1
× 1.96999393551 1.7234487162

Near-exact 4 10−1
× 1.969993935541246 1.72344871631981

Near-exact 6 10−1
× 1.969993935541246181290 1.723448716319810225651

Near-exact 10 10−1
× 1.96999393554124618129466505046 1.72344871631981022565283746963

p=15 n=200 0.05 0.01

Asymptotic 10−1
× 4.53384 4.2483

Simulated 10−1
× 4.534 4.2486

Near-exact 2 10−1
× 4.533819021214 4.2482843981

Near-exact 4 10−1
× 4.53381902121811602 4.24828439810631897

Near-exact 6 10−1
× 4.53381902121811603336791 4.24828439810631898356976

Near-exact 10 10−1
× 4.53381902121811603336796026225176 4.248284398106318983569784584068922

Table 7 – 0.05 and 0.01 asymptotic, simulated and near-exact quantiles of Λ1 for p = 20.

p=20 n=20 0.05 0.01

Asymptotic 10−9
× 1.8 0.6

Simulated 10−13
× 9.96 0.36

Near-exact 2 10−13
× 9.99098935 0.3568991575

Near-exact 4 10−13
× 9.99098936243010 0.356899157961628

Near-exact 6 10−13
× 9.990989362430128835 0.35689915796162607183

Near-exact 10 10−13
× 9.990989362430128833197427214 0.3568991579616260718093948698

p=20 n=50 0.05 0.01

Asymptotic 10−3
× 2.66 1.8

Simulated 10−3
× 2.618 1.79

Near-exact 2 10−3
× 2.6199149636 1.7930725171

Near-exact 4 10−3
× 2.61991496392921 1.793072517821540

Near-exact 6 10−3
× 2.6199149639292129111 1.7930725178215428689

Near-exact 10 10−3
× 2.619914963929212911247417856 1.793072517821542868850324077

p=20 n=100 0.05 0.01

Asymptotic 10−2
× 6.515 5.48

Simulated 10−2
× 6.515 5.48

Near-exact 2 10−2
× 6.5120357825 5.477980148

Near-exact 4 10−2
× 6.5120357825503517 5.4779801480498865

Near-exact 6 10−2
× 6.51203578255035199100 5.4779801480498867557646

Near-exact 10 10−2
× 6.51203578255035199100009928316 5.47798014804988675576401415591

p=20 n=200 0.05 0.01

Asymptotic 10−1
× 2.6807 2.46669

Simulated 10−1
× 2.6809 2.4661

Near-exact 2 10−1
× 2.680689375754 2.466627224350

Near-exact 4 10−1
× 2.680689375755469103 2.466627224355018610

Near-exact 6 10−1
× 2.68068937575546910443470 2.466627224355018611634147

Near-exact 10 10−1
× 2.680689375755469104434710664071173 2.466627224355018611634145829365237

The fact that the values in Tables 2 and 3 are all lower than the corresponding
values in Table 1, that is, the values in Table 1 for the same values of n and p, as
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it was indeed supposed to be, confirms that the quantiles in Tables 4-7 have the
required precision.
In Table 8 we have the computing times for the simulated, asymptotic and near-

exact 0.05 quantiles for all the combinations of values of p and n that we considered
so far in our numerical studies. These computing times were obtained for the same
machine and softwares described at the end of subsection 2.2. We may see how
the computation times for the asymptotic quantiles are really extremely low for all
cases. Anyway, the best balance, which combines a very high precision with good
computing times is without any doubt given by the near-exact quantiles, mainly
for the smaller sample sizes. Even for the near-exact distributions which match
10 exact moments and which give extremely small errors, the computation times
remain much lower than the computation times for the simulated quantiles.

Table 8 – Computing times in seconds for the simulation (samples
of size 2×106), asymptotic and near-exact 0.05 quantiles.

Near-exact distributions
p n Simul. Box number of exact moments equated

2 4 6 10

5 5 23.4 0.1 0.3 0.4 0.6 0.9
10 31.1 0.1 0.2 0.4 0.5 0.8
50 31.2 0.1 0.2 0.3 0.5 0.8

100 31.3 0.1 0.2 0.3 0.4 0.9
10 10 58.7 0.1 1.5 2.4 3.7 6.8

50 66.1 0.1 1.5 2.6 4.0 7.1
100 66.9 0.1 1.4 2.5 3.6 6.4
200 67.4 0.1 1.4 2.8 3.7 6.6

15 15 94.5 0.1 6.3 11.1 15.9 22.4
50 103.3 0.1 6.8 11.5 16.2 23.4

100 103.8 0.1 6.5 11.2 16.2 26.6
200 104.4 0.1 6.5 11.5 16.3 24.7

20 20 125.8 0.1 15.5 25.9 34.3 51.3
50 134.6 0.1 22.6 39.1 53.0 78.4

100 140.4 0.1 25.0 40.7 53.9 79.8
200 141.6 0.2 24.8 41.2 54.5 80.2

5. Final remarks

We have shown how:

– by working through the c.f. of W2 = − log Λ2, where Λ2 is the l.r.t. statistic in
(15), it is possible to obtain the exact distribution of W2 as a GIG distribution
and consequently obtain simple closed forms for the exact p.d.f. and c.d.f. of Λ2;

– by working through the c.f. of W1 = − log Λ1, where Λ1 is the l.r.t. statistic in
(5), and using a decomposition of the ratio of Gamma functions derived from a
result from Tricomi and Erdélyi [4], it is possible to obtain the exact distribution
of W1 as an infinite mixture of GNIG distributions.

Then, from this representation of the exact distribution of Λ1 it was almost easy
to obtain very well-fitting near-exact distributions both for W1 and Λ1. These near-
exact distributions are, relatively to W1, finite mixtures of GNIG distributions,
which, by construction, equate a given number of exact moments. They are very
easy to implement computationally and allow for an easy and quick computation
of near-exact quantiles and p-values, which may indeed, given their closeness to
the exact ones, be used instead of these ones.
We may see that, as expected the near-exact distributions show a much better

performance than the asymptotic distribution, with increasing performance for
increasing number of exact moments matched. Also, the near-exact distributions
show a clear asymptotic behavior both for increasing sample sizes and increasing
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number of variables involved, with already extremely good performances for small
sample sizes.

Appendices

Appendix A. Notation used in the expressions of the l.r.t. statistics

In this Appendix we summarize the main results in [1] and establish the notation
related with the l.r.t. statistics used in this paper.
Let Σc be as in (1)-(3). Then, according to [1], since Σc is symmetric its eigen-

values are real and there exists an orthogonal matrix P, such that,

Σc = PDλP
′

with Dλ = diag (λ1, ..., λp) . The columns of the matrix P = [ujk] are the eigen-
vectors of Σc, corresponding to λ1, ..., λp, and may be given by

ujk =
1√
p

{

cos

[
2π

p
(j − 1)(k − 1)

]

+ sin

[
2π

p
(j − 1)(k − 1)

]}

, j, k = 1, ..., p .

It is interesting to note that the ujk indeed do not depend on the elements of Σc,
only the eigenvalues λ1, . . . , λp will do (see [1] for details).
Consider a random sample of size N = n+1 from the distribution Np (µ,Σ) and

let XN×p be the sample matrix. Let EN1 be an N × 1 unitary vector. Let

X =
[
X1 . . .Xp

]
=

1

N
X′EN1

be the vector of sample means, and

S =
(

X−EN1X
′
)′ (

X−EN1X
′
)

.

Let us take y =
√
N XP and V = P′SP. Then, y and V = [vij ] are independently

distributed with

y ∼ Np

(√
NµP,Σ

)

V ∼ Wp

(
N − 1,Σ

)

where Σ = P′ΣP. If Σ is circular then

Σ = Dλ = diag (λ1, ..., λp) , with λj = λp−j+2 , for j = 2, ..., p .

We then define, for even p,

vj =

{
vjj , j = 1 or j = m+ 1
vjj + vp−j+2,p−j+2, j = 2, ...,m,

(A1)

while for odd p,

vj =

{
vjj , j = 1
vjj + vp−j+2,p−j+2, j = 2, ...,m+ 1,

(A2)



20 C. A. Coelho, S. Oliveira and F. J. Marques

with vp−j+2 = vj for (j = 2, . . . , p), and, for even p,

wj =

{
y2j , j = 1 or j = m+ 1

y2j + y2p−j+2, j = 2, ...,m,
(A3)

while for odd p,

wj =

{
y21, j = 1
y2j + y2p−j+2, j = 2, ...,m+ 1.

(A4)

Appendix B. The Gamma, GIG (Generalized Integer Gamma) and GNIG
(Generalized Near-Integer Gamma) Distributions

If a random variable X has density given by

fX(x) =
λr

Γ(r)
e−λxxr−1, x > 0 (B1)

then it is defined to have a Gamma distribution with shape parameter r > 0 and
rate parameter λ > 0 and we will denote this fact by

X ∼ Γ(r, λ).

Let X1, ..., Xp be p independent random variables with

Xj ∼ Γ (rj , λj) , rj ∈ , (j = 1, ..., p)

with λi 6= λj , for all i, j ∈ {1, ..., p} . Then the random variable

Y =

p
∑

j=1

Xj

has a GIG (Generalized Integer Gamma) distribution of depth p (see [3]), with
shape parameters rj and rate parameters λj (j = 1, ...p). We will denote this fact
by

Y ∼ GIG (r1, ..., rp;λ1, ..., λp; p) .

The p.d.f. and c.d.f. of Y are respectively given, for y > 0, by

fGIG
Y (y|r1, ..., rp;λ1, ..., λp; p) = K

p
∑

j=1

{
rj∑

k=1

cjky
k−1

}

e−λjy,

and

FGIG
Y (y|r1, ..., rp;λ1, ..., λp; p) = 1−K

p
∑

j=1

{
rj∑

k=1

cjk(k − 1)!
k−1∑

i=0

yi

i!λk−i
j

}

e−λjy,

where K by given (5) in [3] and the cjk are given by (11)–(13) in the same reference.
Let then Y and X be independent random variables, such that,

Y ∼ GIG (r1, ..., rp;λ1, ..., λp, ; p) and X ∼ Γ(r, λ)
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with r ∈ +\ and λ 6= λj , for all j ∈ {1, ..., p} . Then, the random variable

W = Y +X

has a GNIG (Generalized Near-Integer Gamma) distribution of depth p + 1 (see
[2]),

W ∼ GNIG (r, r1, ..., rp;λ, λ1, ..., λp; p+ 1) .

The p.d.f. and c.d.f. of W are, for w > 0,

fGNIG
W (w|r1, . . . , rp; r;λ1, . . . , λp;λ; p+ 1) =

Kλr
p

∑

j=1

e−λjw

rj∑

k=1

{

cjk
Γ(k)

Γ(k + r)
wk+r−1

1F1(r, k + r,−(λ− λj)w

}

and

FGNIG
W (w|r1, . . . , rp; r;λ1, . . . , λp;λ; p+ 1) =

λr wr

Γ(r + 1)
1F1(r, r + 1,−λw)

−Kλr
p

∑

j=1

e−λjw

rj∑

k=1

c∗jk

k−1∑

i=0

wr+iλi
j

Γ(r + 1 + i)
1F1 (r, r + 1 + i,−(λ− λj)w) ,

where K is given by (5) in [3] and

c∗jk =
cjk

λk
j

Γ(k)

with cjk given by (11)–(13) in [3].
If r ∈ , the GNIG distribution of depth p+ 1 reduces to the GIG distribution

of depth p+ 1. We can thus consider the distribution GNIG as a generalization of
the GIG distribution.

B.1. Expressing a Logbeta as a mixture of Gammas

From the two first expressions in section 5 of [4] and also expressions (11) and (14)
in the same paper, we may write

Γ(a− it)

Γ(a+ b− it)
=

∞∑

j=0

pj(b)(a− it)−b−j (B2)

where pj(b) is a polynomial of degree j in b with

pj(b) =
1

j

j−1
∑

m=0

(
Γ(1− b−m)

Γ(−b− j)(j −m+ 1)!
+ (−1)j+mbj−m+1

)

pm(b) (B3)

where

p0(b) = 1. (B4)
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Then, since the c.f. of Y = − log X, where X ∼ Beta(a, b), is given by

ΦY (t) =
Γ(a+ b)

Γ(a)

Γ(a− it)

(a+ b− it)
, (B5)

using (B2), we may write

ΦY (t) =

∞∑

j=0

Γ(a+ b)

Γ(a)

pj(b)

ab+j

︸ ︷︷ ︸

p∗

j

ab+j(a− it)−(b+j) , (B6)

which is the c.f. of an infinite mixture of Γ(b+ j, a) distributions, with weights p∗j ,
with pj given by (B3) and (B4).

Appendix C. Exact quantiles for Λ2 in (15)

Table C.1 – 0.05 exact quantiles for Λ2 for p = 3, 4, 5, 6 and samples of size n+1=n∗+p and n+1=N .

p
3 4 5 6

n∗

1 2.873847984290(−4) 7.302419577579(−5) 1.704898981532(−5) 5.310939244845(−6)

2 9.527997686826(−3) 3.079560811537(−3) 8.767838828202(−4) 3.126339693497(−4)

3 3.581759788911(−2) 1.384791167079(−2) 4.635541484684(−3) 1.855580841869(−3)

4 7.362451240167(−2) 3.250347551847(−2) 1.236608135859(−2) 5.442391973769(−3)

5 1.164593678068(−1) 5.687956019752(−2) 2.397128595067(−2) 1.140542320428(−2)

6 1.602485851264(−1) 8.471340429834(−2) 3.879965395634(−2) 1.969807855114(−2)

7 2.028226438591(−1) 1.142568856233(−1) 5.606046373144(−2) 3.006073945520(−2)

8 2.431463268932(−1) 1.443015602244(−1) 7.501670387195(−2) 4.214614307815(−2)

9 2.808080002982(−1) 1.740606707355(−1) 9.505221485266(−2) 5.559437015579(−2)

10 3.157255020470(−1) 2.030458892282(−1) 1.156806231829(−1) 7.007130729848(−2)

N

20 4.958948035216(−1) 3.517971884030(−1) 2.176901262207(−1) 1.330994309961(−1)

25 5.779024950788(−1) 4.438941476742(−1) 3.071437423092(−1) 2.119154973043(−1)

30 6.375054947603(−1) 5.145516432538(−1) 3.815915521697(−1) 2.832094073562(−1)

35 6.825877572039(−1) 5.699149470293(−1) 4.431131798471(−1) 3.453540109436(−1)

40 7.178069667847(−1) 6.142542514095(−1) 4.942699250727(−1) 3.989824205411(−1)

50 7.691859983290(−1) 6.805688068408(−1) 5.737273574584(−1) 4.854168081311(−1)

Table C.2 – 0.05 exact quantiles for Λ2 for p = 7, 8, 9, 10 and samples of size n+1=n∗+p and n+1=N .

p
7 8 9 10

n∗

1 1.475636237066(−6) 4.899436215304(−7) 1.472087368039(−7) 5.035523819189(−8)

2 9.866579284725(−5) 3.611361971684(−5) 1.193402368187(−5) 4.410573164100(−6)

3 6.558115113440(−4) 2.623369863805(−4) 9.471371135654(−5) 3.765737319204(−5)

4 2.116490969784(−3) 9.140206142033(−4) 3.566467087933(−4) 1.513195279785(−4)

5 4.807633447564(−3) 2.217106852995(−3) 9.256133058325(−4) 4.158565390085(−4)

6 8.891065053167(−3) 4.338872568176(−3) 1.921536135091(−3) 9.080001408914(−4)

7 1.438784077253(−2) 7.374665801665(−3) 3.439629798034(−3) 1.699690651153(−3)

8 2.122219236876(−2) 1.135504856668(−2) 5.544121775464(−3) 2.850922715506(−3)

9 2.926182105524(−2) 1.626062103356(−2) 8.268903222091(−3) 4.406402157399(−3)

10 3.834791975939(−2) 2.203753781050(−2) 1.162175615039(−2) 6.395017624079(−3)

N

25 1.311174631016(−1) 7.991513087230(−2) 4.339763565552(−2) 2.294641180236(−2)

30 1.926863368273(−1) 1.301029968927(−1) 8.026650042403(−2) 4.879545105565(−2)

35 2.503469518940(−1) 1.807623468136(−1) 1.211737053908(−1) 8.050886894665(−2)

40 3.026527064946(−1) 2.291399412701(−1) 1.628531601524(−1) 1.150899076343(−1)

50 3.912716594270(−1) 3.153883944175(−1) 2.421104789760(−1) 1.854080894471(−1)

100 6.359084503274(−1) 5.745064869794(−1) 5.072638615384(−1) 4.481097642943(−1)
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Table C.3 – 0.05 exact quantiles for Λ2 for p = 12, 14, 16, 18 and samples of size n+1=n∗+p and n+1=N .

p
12 14 16 18

n∗

1 5.502348448406(−9) 6.253393163854(−10) 7.303478498494(−11) 8.702312606453(−12)

2 5.549385790651(−7) 7.109110867373(−8) 9.215567932974(−9) 1.204498140261(−9)

3 5.426007898658(−6) 7.815525474343(−7) 1.123554326117(−7) 1.611154384193(−8)

4 2.464600149512(−5) 3.953874654499(−6) 6.258816266054(−7) 9.792569748530(−8)

5 7.557175756141(−5) 1.336941408545(−5) 2.312102438591(−6) 3.922114871419(−7)

6 1.819690948056(−4) 3.517502178561(−5) 6.596694309647(−6) 1.205825536995(−6)

7 3.718446998796(−4) 7.789698297350(−5) 1.573527129967(−5) 3.081876952726(−6)

8 6.748976780970(−4) 1.521165262442(−4) 3.289716585842(−5) 6.868217714845(−6)

9 1.120195438454(−3) 2.699261495967(−4) 6.215900685154(−5) 1.376927422901(−5)

10 1.734372581794(−3) 4.442915319867(−4) 1.084189243447(−4) 2.537511049318(−5)

N

30 1.458385339039(−2) 3.372678492778(−3) 5.812336052188(−4) 7.099290514329(−5)

35 3.004891894319(−2) 9.235149697937(−3) 2.288608266888(−3) 4.456399812626(−4)

40 5.002208314646(−2) 1.859556512352(−2) 5.833969307742(−3) 1.520516878100(−3)

45 7.309303454959(−2) 3.115326619152(−2) 1.154325685519(−2) 3.679201004160(−3)

50 9.802812265422(−2) 4.632268986075(−2) 1.943087209717(−2) 7.180296457357(−3)

100 3.340044962156(−1) 2.376152967380(−1) 1.611513115608(−2) 1.040647188578(−1)

Table C.4 – 0.05 exact quantiles for Λ2 for p = 20, 25, 30, 50 and samples of size n+ 1 = n∗ + p and
n+ 1 = N .

p
20 25 30 50

n∗

1 1.052884280853(−12) 5.512772564595(−15) 3.147950236676(−17) 3.922126036501(−26)

2 1.583775535321(−10) 9.912072745346(−13) 6.551694538971(−15) 1.241681170431(−23)

3 2.304221327768(−9) 1.729905292316(−11) 1.329423144993(−13) 3.901547276512(−22)

4 1.516652720297(−8) 1.355475776810(−10) 1.205397668992(−12) 5.436447268532(−21)

5 6.544040621866(−8) 6.894955410377(−10) 7.048407303498(−12) 4.820342534479(−20)

6 2.156311329162(−7) 2.652114165079(−9) 3.094950692108(−11) 3.161964615187(−19)

7 5.878268392178(−7) 8.360501214938(−9) 1.106226311900(−10) 1.662974912924(−18)

8 1.391102346721(−6) 2.267872016742(−8) 3.380407875168(−10) 7.367263619085(−18)

9 2.949498801798(−6) 5.466905092668(−8) 9.123983888815(−10) 2.841869508075(−17)

10 5.727505700064(−6) 1.197911495577(−7) 2.225780558649(−9) 9.773284741921(−17)

N

50 2.317475273464(−3) 7.012512095672(−5) 7.112006098236(−7) —

60 7.579560432640(−3) 4.987398360175(−4) 1.545989220256(−5) 9.773284741921(−17)

70 1.677744976099(−2) 1.802115336452(−3) 1.090689208238(−4) 5.212704133568(−13)

80 2.969227689185(−2) 4.475395356308(−3) 4.244475302843(−4) 8.492794158579(−11)

90 4.565999315106(−2) 8.825312749519(−3) 1.156732761041(−3) 2.714484142577(−9)

100 6.390539981177(−2) 1.494439385149(−2) 2.501550255200(−3) 3.420944640557(−8)

Table C.5 – 0.01 exact quantiles for Λ2 for p = 3, 4, 5, 6 and samples of size n+1=n∗+p and n+1=N .

p
3 4 5 6

n∗ = 1 1.118572431319(−5) 2.805677881029(−6) 6.482035993955(−7) 2.004539366120(−7)

2 1.763885394084(−3) 5.471409336487(−4) 1.503804565295(−4) 5.230657654407(−5)

3 1.115977654543(−2) 4.095300497286(−3) 1.308376341352(−3) 5.065961412232(−4)

4 2.995320779750(−2) 1.251988108179(−2) 4.528187660677(−3) 1.921382704775(−3)

5 5.584882682469(−2) 2.584709090146(−2) 1.034941397292(−2) 4.743518727794(−3)

6 8.598411080417(−2) 4.316311392292(−2) 1.880020036661(−2) 9.197282049541(−3)

7 1.181196992673(−1) 6.334736183255(−2) 2.960568258191(−2) 1.531084341103(−2)

8 1.507436076636(−1) 8.539080267533(−2) 4.236301662083(−2) 2.298062599980(−2)

9 1.829077751471(−1) 1.084872990563(−1) 5.664708675824(−2) 3.203034565261(−2)

10 2.140515789328(−1) 1.320312717283(−1) 7.206375559008(−2) 4.225347879875(−2)

N = 20 3.918073550003(−1) 2.656958191068(−1) 1.561019794662(−1) 9.089963140953(−2)

25 4.807617068603(−1) 3.569732034087(−1) 2.375624682910(−1) 1.581848665210(−1)

30 5.481437514406(−1) 4.305771564955(−1) 3.094919642674(−1) 2.233620880967(−1)

35 6.005343214231(−1) 4.901827408608(−1) 3.713000158942(−1) 2.827837909288(−1)

40 6.422772201966(−1) 5.390528884362(−1) 4.241390588334(−1) 3.357143708078(−1)

50 7.044027298143(−1) 6.139015531083(−1) 5.085472392043(−1) 4.238072240871(−1)
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Table C.6 – 0.01 exact quantiles for Λ2 for p = 7, 8, 9, 10 and samples of size n+1=n∗+p and n+1=N .

p
7 8 9 10

n∗

1 5.530910674520(−8) 1.826441476486(−8) 5.458325025425(−9) 1.858852075637(−9)

2 1.611814854278(−5) 5.790982256733(−6) 1.878892622394(−6) 6.840275361857(−7)

3 1.733394808441(−4) 6.760759671977(−5) 2.380482931088(−5) 9.271795397693(−6)

4 7.207873115152(−4) 3.025951611369(−4) 1.147885085194(−4) 4.758428423887(−5)

5 1.926384117500(−3) 8.625853922204(−4) 3.496307496683(−4) 1.532857842886(−4)

6 3.999300846648(−3) 1.894563065234(−3) 8.142634571919(−4) 3.753061461931(−4)

7 7.063669728608(−3) 3.515584800171(−3) 1.591471063043(−3) 7.670717680380(−4)

8 1.116373336107(−2) 5.803204168629(−3) 2.751193320662(−3) 1.380258657369(−3)

9 1.628156051740(−2) 8.796203656658(−3) 4.345776979140(−3) 2.260290667576(−3)

10 2.235659824881(−2) 1.250047403590(−2) 6.408986871068(−3) 3.443758518251(−3)

N

25 9.402893632089(−2) 5.513629472140(−2) 2.868398827773(−2) 1.453089591855(−2)

30 1.472560217489(−1) 9.650917968604(−2) 5.761281737432(−2) 3.391682277286(−2)

35 1.997322557624(−1) 1.407595341961(−1) 9.186628940723(−2) 5.948544793041(−2)

40 2.490874433898(−1) 1.847647587319(−1) 1.283847459648(−1) 8.880082330269(−2)

50 3.358275766237(−1) 2.665067054518(−1) 2.010957954304(−1) 1.515264290403(−1)

100 5.907581659885(−1) 5.299188970499(−1) 4.642140355661(−1) 4.071131558695(−1)

Table C.7 – 0.01 exact quantiles for Λ2 for p = 12, 14, 16, 18 and samples of size n+1=n∗+p and n+1=N .

p
12 14 16 18

n∗

1 2.014526148600(−10) 2.273185179961(−11) 2.638090536859(−12) 3.125388182285(−13)

2 8.371267687365(−8) 1.047245285406(−8) 1.329587013559(−9) 1.705883877078(−10)

3 1.286268401421(−6) 1.793559814976(−7) 2.506271905129(−8) 3.504482464330(−9)

4 7.424242097953(−6) 1.147879619932(−6) 1.759215158077(−7) 2.674432713158(−8)

5 2.661782597595(−5) 4.527700781574(−6) 7.564547621170(−7) 1.244319427758(−7)

6 7.179283033455(−5) 1.332805820388(−5) 2.411923138032(−6) 4.270342378763(−7)

7 1.601389399319(−4) 3.220385041398(−5) 6.273720499760(−6) 1.189446186963(−6)

8 3.118775365935(−4) 6.747899364156(−5) 1.407159005905(−5) 2.843122189796(−6)

9 5.487578771618(−4) 1.269683218768(−4) 2.819601801425(−5) 6.044374765620(−6)

10 8.926037390899(−4) 2.196572167153(−4) 5.170495250990(−5) 1.171255352899(−5)

N

30 9.451293396200(−3) 2.024814189311(−3) 3.205713506059(−4) 3.557008420314(−5)

35 2.100337953877(−2) 6.083928229321(−3) 1.414532567147(−3) 2.569654451086(−4)

40 3.685896285844(−2) 1.305411948800(−2) 3.890612842524(−3) 9.600337559131(−4)

45 5.600350392522(−2) 2.290938442296(−2) 8.131301842441(−3) 2.476992124150(−3)

50 7.740427311800(−2) 3.529629178204(−2) 1.426702229805(−2) 5.072109563375(−3)

100 2.988426468027(−1) 2.093364795403(−1) 1.397628020452(−1) 8.882710220553(−2)

Table C.8 – 0.01 exact quantiles for Λ2 for p = 20, 25, 30, 50 and samples of size n+ 1 = n∗ + p and
n+ 1 = N .

p
20 25 30 50

n∗

1 3.761617054839(−14) 1.947033807610(−16) 1.101094071414(−18) 1.332568013181(−27)

2 2.205843440750(−11) 1.331794287778(−13) 8.546999716881(−16) 1.488840386126(−24)

3 4.899657947012(−10) 3.504402445946(−12) 2.588815690934(−14) 6.797388745596(−23)

4 4.036279287318(−9) 3.413136357897(−11) 2.901507065023(−13) 1.153089327083(−21)

5 2.019341812920(−8) 2.004842726106(−10) 1.952465142594(−12) 1.165179758352(−20)

6 7.419342179778(−8) 8.576859000264(−10) 9.514114866451(−12) 8.425479573474(−20)

7 2.202840444747(−7) 2.940147194201(−9) 3.692524876268(−11) 4.788822065381(−19)

8 5.589562949299(−7) 8.543661670094(−9) 1.207601142971(−10) 2.262762085176(−18)

9 1.256641041404(−6) 2.182788993933(−8) 3.452449311158(−10) 9.222615422506(−18)

10 2.565972688221(−6) 5.028752276670(−8) 8.852165289110(−10) 3.327777573869(−17)

N

50 1.572064503660(−3) 4.255850815096(−5) 3.789663364546(−7) —

60 5.552957002151(−3) 3.362560618774(−4) 9.505519162270(−6) 3.327777573869(−17)

70 1.293655277893(−2) 1.300158159298(−3) 7.323805433311(−5) 2.378724936751(−13)

80 2.374741262545(−2) 3.386070728387(−3) 3.027536146396(−4) 4.517709262176(−11)

90 3.753569473392(−2) 6.917233477763(−3) 8.623687977722(−4) 1.594788089846(−9)

100 5.367258246800(−2) 1.203758455732(−2) 1.929128318360(−3) 2.157438985074(−8)
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Appendix D. Modules for the computation of the exact p.d.f. and c.d.f. of Λ2

in (15)

In this Appendix are displayed Mathematica modules for the computational im-
plementation of the exact p.d.f. and c.d.f. of Λ2 in (15), according to (16) and (17).
The main modules are displayed in Figure D.1. These modules call the modules
GIGpdf and GIGcdf in Figure D.2, which themselves both call the module Makec

also in Figure D.2. These modules in Figure D.2 implement the p.d.f. and c.d.f. of
a GIG distribution, according to the expressions in Appendix B and in [3].

PDFL[n_, p_, x_] := Module[{m,r,mm},
m = Floor[p/2];
r = If[Mod[p, 2] == 0, Table[m + Floor[-Abs[j]/2], {j, -1, p - 2}],

Table[m - Floor[Abs[j]/2], {j, -1, p - 2}]];
mm = Table[(n-1-j)/2, {j, 0, p - 1}];
GIGpdf[r, mm, -Log[x]]*1/x

]

CDFL[n_, p_, x_] := Module[{m,r,mm},
m = Floor[p/2];
r = If[Mod[p, 2] == 0, Table[m + Floor[-Abs[j]/2], {j, -1, p - 2}],

Table[m - Floor[Abs[j]/2], {j, -1, p - 2}]];
mm = Table[(n-1-j)/2, {j, 0, p - 1}];
1 - GIGcdf[r, mm, -Log[x]]

]

Figure D.1 – Mathematica modules for the computation of the exact p.d.f. and c.d.f. of Λ2 in (15).

GIGpdf[r_, li_, z_] :=
Module[{p,l,c},

If[Count[r,_Integer]==Length[r]&&And@@Positive[r]&&And@@Positive[li]&&
Length[r]==Length[li],

p = Length[r];
l = Rationalize[li,0];
c = Makec[r,l,p];
P[w_]:=Table[Sum[c[[j]][[k]]*w^(k-1),{k,1,r[[j]]}],{j,1,p}];
Product[l[[j]]^r[[j]],{j,1,p}]*Sum[P[z][[j]]*Exp[-l[[j]]*z],{j,1,p}]
] ]

GIGcdf[r_, li_, z_] :=
Module[{p,l,c},

If[Count[r,_Integer]==Length[r]&&And@@Positive[r]&&And@@Positive[li]&&
Length[r]==Length[li],

p = Length[r];
l = Rationalize[li,0];
c = Makec[r,l,p];
P[w_]:=Table[Sum[c[[j]][[k]]*(k-1)!*Sum[w^i/(i!*l[[j]]^(k-i)),{i,0,k-1}],

{k,1,r[[j]]}],{j,1,p}];
1-Product[l[[j]]^r[[j]],{j,1,p}]*Sum[P[z][[j]]*Exp[-l[[j]]*z],{j,1,p}]
] ]

Makec[r_, l_, p_] := Module[{c},
c = Table[Table[1,{j,1,Max[r]}],{i,1,p}];
Table[c=ReplacePart[c,(Product[(l[[j]]-l[[i]])^(-r[[j]]),{j,1,i-1}]*

Product[(l[[j]]-l[[i]])^(-r[[j]]),{j,i+1,p}])/(r[[i]]-1)!,
{i,r[[i]]}],{i,1,p}];

Table[Table[c=ReplacePart[c,Sum[((r[[i]]-k+j-1)!*(Sum[r[[h]]/(l[[i]]-l[[h]])^j,
{h,1,i-1}]+Sum[r[[h]]/(l[[i]]-l[[h]])^j,{h,i+1,p}])*

c[[i]][[r[[i]]-(k-j)]])/(r[[i]]-k-1)!,{j,1,k}]/k,{i,r[[i]]-k}],
{k,1,r[[i]]-1}],{i,1,p}];

c
]

Figure D.2 – Mathematica modules GIGpdf and GIGcdf called by PDFL and CDFL in Figure D.1.
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An example of a command which may be used to obtain the 0.05 exact quantile
of Λ2 in (15) for p = 6 and N = 50 would be

FindRoot[CDFL[50,6,x]==5/100,{x,0.4},WorkingPrecision->30]

since the first argument of both PDFL and CDFL is the sample size, the second is the
number of variables and the third is the running variable for the function. For larger
values of p we would have to adequately increase the value for WorkingPrecision .
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